
J. Math. Anal. Appl. 380 (2011) 585–606

Contents lists available at ScienceDirect

Journal of Mathematical Analysis and
Applications

www.elsevier.com/locate/jmaa

Riesz means associated with certain product type convex domain ✩

Sunggeum Hong a,∗, Joonil Kim b, Chan Woo Yang c

a Department of Mathematics, Chosun University, Gwangju 501-759, Republic of Korea
b Department of Mathematics, Yonsei University, Seoul 121, Republic of Korea
c Department of Mathematics, Korea University, Seoul 136-701, Republic of Korea

a r t i c l e i n f o a b s t r a c t

Article history:
Received 25 June 2010
Available online 2 March 2011
Submitted by R.H. Torres

Keywords:
Multipliers
Certain product type
Convex domain
Lp bound
Weak type (p, p)

In this paper we study the maximal operators T δ∗ and the convolution operators T δ

associated with multipliers of the form(
1 − max

{|ξ0|, |ξ1|, . . . , |ξn−2|
})δ

+, (ξ0, ξ1, . . . , ξn−2) ∈ R
2 × R

n−2, n � 3.

We prove that T δ∗ satisfies the sharp weak type (p, p) inequality on H p(Rn) when 2(n−1)
2n−1 <

p < 1 and δ = n( 1
p − 1)+ 1

2 , or when p = 2(n−1)
2n−1 and δ > n( 1

p − 1)+ 1
2 . We also obtain that

T δ is bounded from Lp(Rn) to Lp(Rn) for δ > max{2| 1
p − 1

2 | − 1
2 ,0} and 1 � p < ∞. The

indicated ranges of parameters p and δ cannot be improved.
© 2011 Elsevier Inc. All rights reserved.

1. Introduction

For a Schwartz function f ∈ S(Rn) we denote by f̂ the Fourier transform of f . For n � 3 we define a distance function �
as

�(ξ) = max
{|ξ0|, |ξ1|, . . . , |ξn−2|

}
, ξ = (ξ0, ξ1, . . . , ξn−2) ∈ R

2 × R
n−2.

For δ > 0 we consider a convolution operators T δ
ε by

T̂ δ
ε f (ξ) =

(
1 − �(ξ)

ε

)δ

+
f̂ (ξ) (1.1)

and the maximal operators T δ∗ by

T δ∗ f (x) = sup
ε>0

∣∣T δ
ε f (x)

∣∣, x = (x0, x1, . . . , xn−2) ∈ R
2 × R

n−2, n � 3.

Here tδ+ = tδ for t > 0 and zero otherwise. In this paper we consider the multiplier m defined by

m(ξ) = (
1 − max

{|ξ0|, |ξ1|, . . . , |ξn−2|
})δ

+,
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which is supported in the product type convex domain D × I × · · · × I , where D is the unit disc in R
2 centered at the

origin and I = [−1,1]. In this paper we are aiming to establish sharp weak type estimates for the maximal operator T δ∗
and strong type estimates for the convolution operators T δ associated with a multiplier m. One of the important parts
of doing this is to analyze the kernel function which is the inverse Fourier transform of the multiplier m. Especially when
p < 1 decay estimates of the kernel immediately give us the desired estimates if we combine them with standard arguments
developed by Stein, Taibleson and Weiss in [16]. The decay of the kernel is related with the differentiability of the multiplier
so delicate analysis near points where the differentiability of the multiplier breaks down is necessary for what we desire
to obtain. Even though estimates for the complementary case carry a different story, understanding the singular set of the
multiplier enables us to successfully perform appropriate dyadic decompositions of the kernel. One can put together optimal
estimates for each dyadic piece to obtain results for the original kernel without any loss. Hence it is worth noticing that the
differentiability of the multiplier breaks down on the singular set

R = {
ξ : |ξi| = |ξ j|

} ∪ {
ξ : �(ξ) = 1

}
. (1.2)

As we see that R is a union of two sets. Intuitively, the differentiability of the multiplier on the set {ξ : �(ξ) = 1} can
be improved when we take bigger δ. However the size of δ does not affect the differentiability of the multiplier on the
complementary set {ξ : |ξi | = |ξ j |}. These roughly indicate that the singular set {ξ : �(ξ) = 1} will give the restriction of δ

and the set {ξ : |ξi | = |ξ j |} will give the other restriction, which turns out to be the restriction on the range of p.
One more useful observation to comprehend the multiplier is as follows:
The distance function �(ξ) is equal to lower dimensional Euclidean distance function |ξ�| in conical regions �(ξ) = |ξ�|.

So in each conical region the multiplier behaves like lower dimensional Bochner–Riesz multiplier. For example, we con-
sider the case n = 3. In this case �(ξ) = max{|ξ0|, |ξ1|} where ξ = (ξ0, ξ1) ∈ R

2 × R and the multiplier is equal to ω(ξ) =
(1 − max{|ξ0|, |ξ1|})δ+ . If |ξ0| > |ξ1|, ω(ξ) = (1 − |ξ0|)δ+ which is the multiplier for 2-dimensional spherical Bochner–Riesz
means. If |ξ0| < |ξ1|, ω(ξ) = (1 − |ξ1|)δ+ which is the multiplier for one-dimensional Bochner–Riesz means. When |ξ0| = |ξ1|,
the multiplier ω is not smooth on the cone {(ξ0, ξ1): |ξ0| = |ξ1|}. So the operator is a combination of 1 and 2-dimensional
Bochner Riesz means and the cone multipliers in three-dimensional Euclidean space.

H. Luers has investigated this type of operator in a different setting in [8]. He obtained L p estimates of convolution
operators Sδ associated with a cylinder multiplier defined by

Ŝδ f (ξ) = (
1 − max

{|ξ0|, |ξ1|
})δ

+ f̂ (ξ), ξ = (ξ0, ξ1) ∈ R
k × R,

where k � 2. We note that when k � 3 the multiplier is related with higher dimensional Bochner–Riesz multiplier. His
results are not sharp and it is conjectured that Sδ is bounded for all δ > δ(p) := max{k| 1

p − 1
2 |− 1

2 ,0} and δ(p) < 1. P. Taylor
recently improved the Luers’ result in [17] by adapting the arguments in [1,9,10,18].

As for p < 1, it has been obtained for k = 2 that the maximal cylinder operator is of weak type (p, p) on H p(R3) when
4
5 < p < 1 and δ = 3( 1

p −1)+ 1
2 , or when p = 4

5 and δ > 3( 1
p −1)+ 1

2 in [7]. It has been also shown that the above estimates

are sharp. For higher dimensional cases k � 3, the range of p for the boundedness of Sδ does not intersect with p < 1. In
these case the kernels are not even integrable for any admissible δ (see [8]). Hence one cannot expect any result in the
range p < 1 when k � 3. Even for p � 1, any estimate for higher dimensional Bochner–Riesz means and cone multipliers
has not been sharp.

One of the main purposes of this paper is to investigate the relations between the geometry of singular sets and restric-
tions on the range of both p and δ via careful analysis. We are interested in taking a look at both cases: p � 1 and p < 1.
These have led us to take account of the case k = 2, that is, the case where the multiplier is associated with a product of
a disc and intervals.

When the operator is defined by the multiplier associated with a product of intervals, similar restrictions on p and δ

have been observed by P. Oswald in [12,13]. However the existence of a disc in the product causes a more interesting feature
of the operator due to the non-vanishing curvature of the boundary of the disc. The results in [7,17] are on the multiplier
associated with a product of a disc and one interval and those in [12,13] are on the multipliers associated with a product
of only intervals. Even though operators of the first type conveys property caused by the curvature, operators of the second
type also have interesting mapping property because of the interactions between intervals. It would be interesting to see all
phenomena at once.

In terms of method we develop ideas in [7,17]. However our situation is much more complicated and general than that
in [7,17]. We need more systematic approach to obtain the kernel estimates. Once we obtain optimal kernel estimates,
the integrability of the kernel is immediate. This helps us to obtain L p estimates when p � 1. If we just follow the idea
in [7], then we might be in trouble because there are too many cases which we have to deal with and this will make
things to be complicated. To conquer this difficulty we have to figure out essential role of each procedure made to obtain
kernel estimates in [7]. As soon as one completely analyze arguments for the kernel estimates in [7], one can simplify the
argument enough to deal with much more general case. This is one of the points which distinguishes our results from those
in [7,17].

Now we describe how the arguments will be processed to realize all mentioned before. In view of the dilation prop-
erty of the kernel of T δ

ε it suffices to consider the kernel of T δ
1 . For the sake of notational convenience we set T δ = T δ

1
in (1.1). To obtain the sharp decay of the kernel we decompose the multiplier. Firstly, we decompose the multiplier into
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