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a  b  s  t  r  a  c  t

Assuring  end-to-end  quality-of-service  (QoS)  in distributed  real-time  and  embedded  (DRE)  systems  is
hard  due  to  the  heterogeneity  and  scale  of  communication  networks,  transient  behavior,  and  the  lack
of  mechanisms  that  holistically  schedule  different  resources  end-to-end.  This  paper  makes  two  con-
tributions  to research  focusing  on  overcoming  these  problems  in  the  context  of  wide  area  network
(WAN)-based  DRE  applications  that use  the  OMG  Data  Distribution  Service  (DDS)  QoS-enabled  pub-
lish/subscribe  middleware.  First,  it provides  an  analytical  approach  to  bound  the  delays  incurred  along
the critical  path  in  a  typical  DDS-based  publish/subscribe  stream,  which  helps  ensure  predictable  end-
to-end delays.  Second,  it presents  the  design  and  evaluation  of  a policy-driven  framework  called  Velox.
Velox combines  multi-layer,  standards-based  technologies—including  the  OMG  DDS  and  IP  DiffServ—to
support  end-to-end  QoS  in  heterogeneous  networks  and  shield  applications  from  the  details  of  network
QoS  mechanisms  by  specifying  per-flow  QoS  requirements.  The  results  of  empirical  tests  conducted
using  Velox  show  how  combining  DDS  with  DiffServ  enhances  the  schedulability  and  predictability  of
DRE applications,  improves  data  delivery  over  heterogeneous  IP  networks,  and  provides  network-level
differentiated  performance.

© 2013 Elsevier Inc. All rights reserved.

1. Introduction

Current trends and challenges. Distributed real-time and embed-
ded (DRE) systems, such as video surveillance, on-demand
video transmission, homeland security, on-line stock trading,
and weather monitoring, are becoming more dynamic, larger in
topology scope and data volume, and more sensitive to end-to-
end latencies (White et al., 2012). Key challenges faced when
fielding these systems stem from how to distribute a high vol-
ume  of messages per second while dealing with requirements
for scalability and low/predictable latency, controlling trade-offs
between latency and throughput, and maintaining stability during
bandwidth fluctuations. Moreover, assuring end-to-end quality-of-
service (QoS) is hard because end-system QoS mechanisms must
work across different access points, inter-domain links, and within
network domains.
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Over the past decade, standards-based middleware has
emerged that can address many of the DRE system challenges
described above. In particular, the OMG’s Data Distribution Service
(DDS) (OMG-DDS, 2013) provides real-time, data-centric pub-
lish/subscribe (pub/sub) middleware capabilities that are used
in many DRE systems. DDS’s rich QoS management framework
enables DRE applications to combine different policies to enforce
desired end-to-end QoS properties.

For example, DDS defines a set of network scheduling policies
(e.g., end-to-end network latency budgets), timeliness policies (e.g.,
time-based filters to control data delivery rate), temporal policies to
determine the rate at which periodic data is refreshed (e.g., dead-
line between data samples), network priority policies (e.g., transport
priority is a hint to the infrastructure used to set the priority of
the underlying transport used to send data in the DSCP field for
DiffServ), and other policies that affect how data is treated once
in transit with respect to its reliability, urgency, importance, and
durability.

Although DDS has been used to develop many scalable, efficient
and predictable DRE applications, the DDS standard has several
limitations, including:

• Lack of policies for processor scheduling. DDS does not define
policies for processor-level packet scheduling i.e.,  it provides no
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standard means to designate policies to schedule IP packets. It
therefore lacks support for analyzing end-to-end latencies in
DRE systems. This limitation makes it hard to assure real-time
and predictable performance of DRE systems developed using
standard-compliant DDS implementations.

• End-to-end QoS support. Although DDS policies manage QoS
between publisher and subscribers, its control mechanisms are
available only at end-systems. Overall response time and pub-
sub latencies, however, are also strongly influenced by network
behavior, as well as end-system resources. As a result, DDS pro-
vides no standard QoS enforcement when a DRE system spans
multiple different interconnected networks, e.g.,  in wide-area
networks (WANs).

Solution approach → End-system performance modeling and
policy-based management framework to ensure end-to-end QoS. This
paper describes how we enhanced DDS to address the limita-
tions outlined above by defining mechanisms that (1) coordinate
scheduling of the host and network resources to meet end-to-end
DRE application performance requirements (Kartik and Kyoung-
Don, 2007) and (2) provision end-to-end QoS over WANs composed
of heterogeneous networks comprising networks with different
transmission technologies over different links managed by differ-
ent service providers that support different technologies (such as
wired and wireless network links). In particular, we  focus on the
end-to-end timeliness and scalability dimensions of QoS for this
paper, while referring to these properties simply and collectively
as “QoS.”

To coordinate scheduling of host and network resources, we
developed a performance model that calculates each node’s local
latency and communicates it to the DDS data space. This latency
is used to model each end-system as a schedulable entity. This
paper first defines a pub/sub system model to verify the correct-
ness and effectiveness of our performance model and then validates
this model via empirical experiments. The parameters found in the
performance model are injected in the framework to configure the
latency budget DDS QoS policies.

To provision end-to-end QoS over WANs composed of heteroge-
neous networks, we developed a QoS policy framework called Velox
to deliver end-to-end QoS for DDS-based DRE systems across the
Internet by supporting QoS across multiple heterogeneous network
domains. Velox propagates QoS-based agreements among het-
erogeneous networks involving the chain of inter-domain service
delivery. This paper demonstrates how those different agreements
can be used together to assure end-to-end QoS service levels:: the
QoS characterization is done from the application, and notifies the
upper layer about its requirements, which adapt the middleware’s
service to them using the DDS QoS settings. Then, the middleware
negotiates the network QoS with Velox on behalf of the application.
Fig. 1 shows the high-level architecture of our solution.

We  implemented the two mechanisms described above into
the Velox extension of DDS and then used Velox to evaluate the
following issues empirically:

• How DDS scheduling overhead contributes to processing delays,
which is described in Section 3.2.2.

• How DDS real-time mechanisms facilitate the development of
predictable DRE systems, which is described in Section 3.2.4.

• How DDS QoS mechanisms impact bandwidth protection in
WANs, which is described in Section 3.3.2.

• How customized implementations of DDS can achieve lower end-
to-end delay, which is described in Section 3.3.3.

The work presented in this paper differs from our prior work
on QoS-enabled middleware for DRE systems in several ways.
Our most recent work (Hakiri et al., 2011a,b) only focused on

Fig. 1. End-to-end architecture for guaranteeing timeliness in OMG  DDS.

bridging OMG  DDS with the Session Initiation Protocol (SIP) to assure
end-to-end timeliness properties for DDS-based application. In
contrast, this paper uses the Velox framework to manipulate net-
work elements to use mechanisms, such as DiffServ, to provide
QoS properties. Other earlier work (Schantz et al., 2003) described
how priority- and reservation-based OS and network QoS manage-
ment mechanisms could be coupled with CORBA-based distributed
object computing middleware to better support dynamic DRE
applications with stringent end-to-end real-time requirements in
controlled LAN environments. In contrast, this paper focuses on
DDS-based applications running WANs.

We  focused this paper on DDS and WANs due to our obser-
vation that many network service providers allow clients to use
MPLS over DiffServ to support their traffic over the Internet, which
also is also the preferred approach to support QoS over WANs. We
expect our Velox technique is general enough to support end-to-
end QoS for a range of communication infrastructure, including
CORBA and other service-oriented and pub/sub middleware. We
emphasize OMG  DDS in this paper since prior studies have show-
cased DDS in LAN environments, so our goal was  to extend this
existing body of work to evaluate DDS QoS properties empirically
in WAN  environments.

Paper organization. The remainder of this paper is organized as
follows: Section 2 conducts a scheduling analysis of the DDS spec-
ification and describes how the Velox QoS framework manages
both QoS reservation and the end-to-end signaling path between
remote participants; Section 3 analyzes the results of experiments
that evaluate our scheduling analysis models and the QoS  reserva-
tion capabilities of Velox; Section 4 compares our research on Velox
with related work; and Section 5 presents concluding remarks and
lessons learned.

2. The Velox modeling and end-to-end QoS management
framework

This section describes the two primary contributions of this
paper:

• The performance model of DDS scheduling. This contribution
describes the end-system that hosts the middleware itself and
analyzes its capabilities and drawbacks in terms of scheduling
capabilities and timeliness used by DDS on the end-system and
across the network.

• The Velox policy-based QoS framework. This contribution per-
forms the QoS negotiation and the resource reservation to fulfill
participants QoS requirements across WANs.
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