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In this paper we examine L1-solutions of the following two-direction refinement equation

f (x) =
N∑

n=−N

cn,1 f (kx − n) +
N∑

n=−N

cn,−1 f (−kx + n).

We prove that the vector space of all L1-solutions of the above equation is at most one-
dimensional and consists of compactly supported functions of constant sign. We also show
that in many interesting cases any L1-solution of the two-direction refinement equation
is either positive or negative on its support. Next we present sufficient conditions (easy
for verification) for the existence of nontrivial L1-solutions of the two-direction refinement
equation as well as for the nonexistence of such solutions.

© 2009 Elsevier Inc. All rights reserved.

1. Introduction

Fix integers k � 2, N � 1 and a matrix

C =
[

c−N,−1 c−N+1,−1 · · · cN,−1
c−N,1 c−N+1,1 · · · cN,1

]
of nonnegative reals such that∑

(n,ε)∈S

cn,ε = k, (1.1)

where S = {(n, ε): cn,ε > 0}. In this paper we are interested in L1-solutions f : R → R of the following two-direction refine-
ment equation

f (x) =
∑

(n,ε)∈S

cn,ε f (εkx − n). (1.2)

If the first row of the matrix C consists of zeros, then Eq. (1.2) takes the form

f (x) =
N∑

n=−N

cn,1 f (kx − n), (1.3)
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and it is referred to as the refinement equation or the lattice two-scale difference equation or the dilation equation. Eq. (1.3)
appear in different context of pure and applied mathematics (see [1] and the references therein). It find a significant
application in the theory of wavelets (see [2–4]).

Nonnegative L1-solutions of much more general equation than Eq. (1.2) arise as densities of probability distribution
functions of the series

∞∑
n=1

ηn

n−1∏
k=1

ξk, (1.4)

where ((ηn, ξn): n ∈ N) is an independent identically distributed sequence of vectors of random variables (see [5]). If the
random variable ξ1 takes only one value k, then series (1.4) leads to Eq. (1.3) (see [6–9]). If we assume that ξ1 takes two
values k and −k, then series (1.4) leads to Eq. (1.2) (see [10]). It has been proved recently that Eq. (1.2) can be used for
construction two-direction wavelets (see [11–14]).

This paper is organizes as follows. In the next section we show that Eq. (1.2) has at most one (up to a multiplicative
constant) nontrivial L1-solution. Next we prove that any such a solution is compactly supported with constant sign, and
moreover, either positive or negative on its support, if the support is an interval. In the third section we give sufficient
conditions (easy for verification) for the existence of nontrivial L1-solutions of (1.2) as well as for the nonexistence of such
solutions. The last sections includes some remarks on Eq. (1.2).

2. Basic properties of L1-solutions of (1.2)

It is clear that the set of all L1-solutions of (1.2) is a real vector space. Let us denote by VC this space. We begin with
a general result on VC which is known in the case of Eq. (1.3) (see [1]).

Theorem 2.1. Let f ∈ VC . Then

f̂ (t) = f̂ (0) lim
l→∞

fl(t)

for t ∈ R, where

fl(t) =
∑

(n1,ε1,...,nl,εl)∈Sl

cn1,ε1 · · · cnl,εl

kl
e

it
∑l

j=1
ε1 ···ε j

k j n j

and the sequence ( fl: l ∈ N) converges uniformly on compact subsets of R.

Proof. We first observe that the Fourier transform f̂ satisfies

f̂ (t) =
∫
R

eitx f (x)dx =
∑

(n,ε)∈S

cn,ε

k
eit ε

k n f̂

(
ε

k
t

)

for t ∈ R. Hence, by iterating,

f̂ (t) =
∑

(n1,ε1,...,nl,εl)∈Sl

cn1,ε1 · · · cnl,εl

kl
e

it
∑l

j=1
ε1 ···ε j

k j n j f̂

(
ε1 · · ·εl

kl
t

)
(2.1)

for l ∈ N and t ∈ R.
Fix l ∈ N and t ∈ R. Then∣∣ fl(t) − fl−1(t)

∣∣ �
∑

(n1,ε1,...,nl,εl)∈Sl

cn1,ε1 · · · cnl,εl

kl

∣∣eit
ε1 ···εl

kl nl − 1
∣∣

�
∑

(n1,ε1,...,nl,εl)∈Sl

cn1,ε1 · · · cnl,εl

kl

N

kl
|t| = N

kl
|t|.

In consequence ( fl: l ∈ N) satisfies the uniform Cauchy condition, and thus converges uniformly, on every compact subset
of R. This jointly with (2.1) forces our assertion. �

For every (n, ε) ∈ S define a map Tn,ε : R → R by

Tn,ε(x) = x + n

εk
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