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1. Introduction

Various types of integral equations appear in many fields of science and engineering. One of them is the Volterra-Fredholm
integral equation that arises from parabolic boundary value problems, the mathematical modeling of the spatio-temporal devel-
opment of an epidemic and various physical and biological models [1]. These equations are usually difficult to solve analytically,
so it is required to obtain the approximate solutions. Many numerical methods have been studied for approximating the solution
of Volterra-Fredholm integral equations, such as Taylor polynomials method [2-5], homotopy perturbation method [6], Legen-
dre wavelets method [7], interpolation method [8], Chebyshev polynomials method [9], rationalized Haar functions method [10]
and spectral method [11]. Consider the Volterra-Fredholm integral equations of the form

X(s) b
q(s)g(s) +r(s)gx(s)) = y(s) + A1 f ki(s, £)g(t)dt + A, /a ka (s, t)g(x(t))dt, (1)

a
where the functions y : [a, b] — R, k; : [a,b] x [a,b] — R (i=1,2) and x: [a, b] — [a, co) are the known functions and g: [a, b] —
R is the unknown function and a, b and A; (i = 1, 2) are constants such that )»% + A% # 0. When x(s) is first-order polynomial, the
Eq. (1) is functional integral equation with proportional delay.

In this paper, we concern with a collocation method in combination with Fibonacci polynomials method to the numerical
solution of the Volterra-Fredholm integral equations of the form (1). It is well known that the collocation-type methods provide
highly-accurate approximations for the solutions of linear and nonlinear operator equations in function spaces which is proved
that these solutions are sufficiently smooth [12-14]. The proposed method consists of reducing the calculation of the solution of
this equation to a set of equations by expanding the candidate function as a Fibonacci function with unknown coefficient as

N+1
g(s) =) gF(s), O<ass<hb, (2)
n=1
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where g,, n=1,2,...,N+ 1 is the unknown Fibonacci coefficients, N is any arbitrary positive integer and F,(s),n=1,2, ...,
N + 1 is the nth Fibonacci polynomial defined by

I _
Foa(s) =Y (n i l)S”’, n=o,

i=0
where | § | denotes the greatest integer in 5. Note that for s = k € N we obtain the elements of the k-Fibonacci sequences.

This paper is structured as follows. In Section 2, we will describe a successful numerical approach which is used for making up
the solution. Then, in Section 3, convergence analysis of the presented method is discussed. In Section 4, we report our numerical
finding and demonstrate the accuracy of the proposed scheme by considering numerical examples. The conclusions are discussed
in the final section.

2. Description of the method

A function g(s), square integrable on [a, b], may be expressed in terms of the Fibonacci basis as (2). In practice, only the
first-(N + 1)-term of Fibonacci polynomials are considered. In the same way, we can write

N+1

2(x(s)) ~ > guFa(x(s)). O0<a<s<b. 3)

n=1

Let us rewrite (1) in the form

R(s) =y(s) + AV (s) + A2U(s), 4)
where

R(s) = q(s)g(s) + r(s)g(x(s)).

v = [t goar

and

b

U(s) = / ks (s, )g(x(0))d.

a
Assume that
b—a

sm:a+T(m—1), m=1,2,...,N+1, (5)
where the values s, are spread out over the interval [a, b] and satisfy

=351 <S8 < -+ <SN41 =bh.
By substituting these collocation points into (4), we have

R(sm) = y(Sm) + A1V (sm) + AU (Sm). (6)
Using (2) and (3), we get

N+1 N+1
R(sm) ~ q(sm) ZgnFn(Sm) +1(Sm) ZgnFn(X(Sm))v
n=1 n=1

N+1

x(sm)
V(sm) ~ Zgn/ k1 (sm, £)Fa(t)dt,
n=1 a

and
N+1

b
UGsn) = 3 [ Ka(sm O (x(©)dt.
n=1 a

So from above equations, we can rewrite (6) as follows

N+1 X(sm) b
Z [Q(Sm)Fn(sm) + r(sm)E(x(sm)) — Aq / k1 (sm, O)F; (t)dt — )MZ/ ko (sm, O)E (X(t))dt:| &n =Y(Sm).

n=1 a
For simplicity, the above formula can be represented as follows

N+1
Y [RGsm) = 1Vsm) = Aol (sm) | gn =y(sm),  m=1,2,....N+1, (7)

n=1
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