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a b s t r a c t

In the article, we present several asymptotic formulas for the gamma function in terms of the

bivariate means. As applications, some sharp upper and lower bounds for the gamma function

and factorial n are given.
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1. Introduction

It is well known that the Stirling’s formula

n! ∼
√

2πnnne−n (n → ∞)

has important applications in statistical physics, probability theory, number theory, combinatorics and other related fields. Re-

cently, the generalizations and improvements of Stirling’s formula have attracted the attention of many researchers.

In [1], Burnside proved that

n! ∼
√

2π
(

n + 1/2

e

)n+1/2

(n → ∞).

Gosper [2] found that

n! ∼
√

2π
(

n + 1

6

)(
n

e

)n

(n → ∞).

In [3], Batir obtained an asymptotic formula as follows:

n! ∼ nn+1e−n
√

2π√
n − 1/6

(n → ∞).

The following more accurate approximation for n!

n! ∼
√

2π

(
n2 + n + 1/6

e2

)n/2+1/4

(n → ∞)

can be found in the literature [4].
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Let x > 0. Then the classical Euler’s gamma function � is defined by

�(x) =
∫ ∞

0

tx−1e−t dt,

and its logarithmic derivative ψ(x) = �′(x)/�(x) is known as the psi or digamma function, while ψ ′, ψ ′′, … are called

polygamma functions (see [5]).

It is well known that �(n + 1) = n! for all n ∈ N. Therefore, to find the asymptotic formulas or bounds for the gamma function

also attracted the attention of mathematicians. For example, Ramanujan [6, p. 339] found that the double inequality

√
π

(
x

e

)x(
8x3 + 4x2 + x + 1

100

)1/6

< �(x + 1) <
√

π
(

x

e

)x(
8x3 + 4x2 + x + 1

30

)1/6

holds for all x ≥ 1. Batir [7] proved that the double inequality

√
2e4/9

(
x

e

)x
√

x + 1

2
exp

(
− 1

6(x + 3/8)

)
< �(x + 1) <

√
2π

(
x

e

)x
√

x + 1

2
exp

(
− 1

6(x + 3/8)

)
holds for all x > 0. Mortici [8] proved that

√
2πee−ω

(
x + ω

e

)x+1/2

< �(x + 1) ≤ α
√

2πee−ω
(

x + ω

e

)x+1/2

,

β
√

2πee−ς
(

x + ς

e

)x+1/2

≤ �(x + 1) <
√

2πee−ς
(

x + ς

e

)x+1/2

for x ≥ 0 with ω =
(
3 − √

3
)
/6, α = 1.072042464 · · · , ς =

(
3 + √

3
)
/6 and β = 0.988503589 · · · .

More results involving the asymptotic formulas or bounds for n! or gamma function can be found in the literature [9–16] and

the references cited therein.

Mortici [17] presented an idea that by replacing an under-approximation and an upper-approximation of the factorial function

by one of their geometric mean to improve certain approximation formula of the factorial.

The main purpose of this paper is to get the asymptotic formulas for the gamma function in terms of the bivariate means, and

present the sharp bounds for gamma function and n!.

2. Main results

A bivariate real valued function M: (0, ∞) × (0, ∞) → (0, ∞) is said to be a mean if

min (a, b) ≤ M(a, b) ≤ max (a, b)

for all a, b ∈ (0, ∞). Clearly, each bivariate mean M is reflexive, that is,

M(a, a) = a

for any a ∈ (0, ∞). M is symmetric if

M(a, b) = M(b, a)

for all a, b ∈ (0, ∞), and M is said to be homogeneous (of degree one) if

M(ta, tb) = tM(a, b) (2.1)

for any a, b ∈ (0, ∞) and t > 0.

Lemma 1 ([18, Theorems 1–3]). Let c ∈ (0, ∞) and M: (0, ∞) × (0, ∞) → (0, ∞) be a differentiable mean. Then

M′
1(c, c), M′

2(c, c) ∈ [0, 1], M′
1(c, c) + M′

2(c, c) = 1.

In particular, if M is symmetric, then

M′
1(c, c) = M′

2(c, c) = 1

2
.

Lemma 2 ([19, Lemma 3.2], [20, Lemma 2]). Let M: (0, ∞) × (0, ∞) → (0, ∞) be a homogeneous and twice differentiable mean.

Then the identities

aM′′
11(a, b) + bM′′

12(a, b) = 0, aM′′
12(a, b) + bM′′

22(a, b) = 0

hold for all a, b ∈ (0, ∞).

Theorem 1. Let θ , θ ∗, σ , σ ∗ be four fixed real numbers such that θ + θ ∗ = σ + σ ∗ = 1, and M, N: (0, ∞) × (0, ∞) → (0, ∞) be two

symmetric, homogeneous and differentiable means. Then

�(x + 1) ∼
√

2πM(x + θ, x + θ ∗)x+1/2
e−N(x+σ,x+σ ∗) (x → ∞).



Download English Version:

https://daneshyari.com/en/article/4626276

Download Persian Version:

https://daneshyari.com/article/4626276

Daneshyari.com

https://daneshyari.com/en/article/4626276
https://daneshyari.com/article/4626276
https://daneshyari.com

