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a b s t r a c t

We present inexact secant methods in association with line search filter technique for solving

nonlinear equality constrained optimization. For large-scale applications, it is expensive to

get an exact search direction, and hence we use an inexact method that finds an approximate

solution satisfying some appropriate conditions. The global convergence of the proposed algo-

rithm is established by using line search filter technique. The second-order correction step is

used to overcome the Maratos effect, while the line search filter inexact secant methods have

superlinear local convergence rate. Finally, the results of numerical experiments indicate that

the proposed methods are efficient for the given test problems.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

We consider the problem

min
x∈Rn

f (x) subject to c(x) = 0, (1.1)

where f : R
n → R and c : R

n → R
m are twice continuously differentiable.

Fletcher and Leyffer [6] proposed a class of filter methods, which do not require any penalty parameter and have promising

numerical results. Consequently, filter technique has employed to many approaches, for instance, SLP methods [4], SQP methods

[5,12], interior point approaches [13], bundle techniques [9] and so on. In [10,11], Wächter and Biegler presented a line search

filter method for nonlinear equality constrained programming and discussed the global convergence properties and superlinear

local convergence rate.

Secant methods (two-step algorithms) as defined in [7] are one of the most successful methods for solving problem (1.1) and

have a main advantage which rests in the use of an orthogonal projection operator which is continuous. The basic idea about the

secant algorithms can be summarized as follows: at each iteration, the total step dk is considered as the sum of a horizontal step

uk and a vertical step vk. The general form of the secant algorithms follows, in each iteration

λk+1 = U(xk, λk, Wk), (1.2a)
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Wkûk = −∇xL(xk, λk+1), (1.2b)

uk = Pkûk, (1.2c)

vk = −∇c
†
k
ck, (1.2d)

yk = ∇xL(xk + uk, λk+1)− ∇xL(xk, λk+1), (1.2e)

Wk+1 = B(uk, yk, Wk), (1.2f)

xk+1 = xk + uk + vk, (1.2g)

where ∇c
†
k

is the pseudo-inverse of ∇cT
k
, L is the Lagrangian function defined for x ∈ R

n and λ ∈ R
m by L(x, λ) = f (x)+ λT c(x),

and B is a secant update formula generating matrices Wk approximating the Hessian of the Lagrangian at each xk. The projection

onto the null space of �c(x)T can be either the orthogonal projection P(x) given by

P(x) = I − ∇c(x)[∇c(x)T∇c(x)]−1∇c(x)T (1.3a)

or the oblique projection defined by

P(x) = I − W−1∇c(x)[∇c(x)T W−1∇c(x)]−1∇c(x)T . (1.3b)

The multiplier updates U(xk, λk, Wk) in (1.2a) can be chosen from one of the following updates:

λP
k+1 = −

(
∇cT

k∇ck

)−1 ∇cT
k∇fk, (1.4a)

λS
k+1 = −

(
∇cT

k W−1
k

∇ck

)−1 ∇cT
k W−1

k
∇fk, (1.4b)

λN
k+1 =

(
∇cT

k W−1
k

∇ck

)−1 (
ck − ∇cT

k W−1
k

∇fk

)
, (1.4c)

where λP
k+1

, λS
k+1

, λN
k+1

are projection update, null-space update and Newton update, respectively. The pseudo-inverse of ∇cT
k
,

∇c
†
k

will be either

∇c
†
k

= ∇ck

(
∇cT

k∇ck

)−1

(1.5a)

or

∇c
†
k

= W−1
k

∇ck

(
∇cT

k W−1
k

∇ck

)−1

. (1.5b)

A drawback of many contemporary SQP algorithms is that they require explicit representations of exact derivative information

and the solution of one or more linear systems during every iteration. For large-scale applications, it may be too expensive to get.

In [2,3], Byrd et al. present inexact methods and give some conditions that guarantee the global convergence of inexact steps.

Motivated by the idea and methods above, we propose an inexact secant method in association with line search filter

technique, which has both global convergence and superlinear local convergence rate. The method is globalized by line search

and filter approach. It has been noted by Fletcher and Leyffer [6] that the filter approach, similar to a penalty function approach,

can suffer from Maratos effect, hence it is necessary to overcome Maratos effect by solving second order correction (SOC) step in

our algorithm. In addition, it is shown that the iterative point generated by our algorithm is superlinear convergent.

The paper is organized as follows. In Section 2 the algorithm is developed. Section 3 analyzes the global convergence properties.

We characterize the local superlinear convergence in Section 4. The results of numerical experience with the method are discussed

in Section 5.

2. Algorithm

Throughout the paper, we denote the Euclidean vector or matrix norm by ‖ · ‖, l1 norm by ‖ · ‖1, A(x) := �c(x), A(x)† := �c(x)†

and g(x) := �f(x).

We will compute the horizontal step uk inexactly, which means that (1.2b) will be substituted by

Wkûk = −∇xL(xk, λk+1)+ rk, (2.1)

where ‖rk‖ � ηk‖ck‖ with ηk � [0, t] and t � (0, 1). We use the norm of ck to control the residual because limk → �‖c(xk)‖ = 0,

which will be shown in Theorem 3.1.

Because of adopting l1 penalty function as a merit function, it is necessary to overcome Maratos effect by solving SOC step d̂k

in our algorithm. In this work, d̂k can be either

d̂k = −Ak

(
AT

k Ak

)−1

c(xk + dk) (2.2a)
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