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This paper focuses on the stability analysis for neural networks of neutral type with leakage

delays and impulsive effects. The discrete delays are assumed to be time-varying and belong

to a given interval, which means that the lower and upper bounds of interval time-varying

delays are available. By utilizing the Lyapunov functional method, Jensen’s integral inequality

and introducing some free-weighting matrices, some new delay-derivative-dependent stabil-

ity criteria are established for the neutral type neural network. The obtained stability criteria

are stated in terms of linear matrix inequalities. Finally, numerical examples are given to il-

lustrate the effectiveness and reduced conservatism of the proposed results over the existing

ones.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

The research of neural networks has received considerable attention during the past few decades. In particular, neural net-

works have been extensively implemented in various applications, such as automatical control, signal processing, solving certain

optimization problems, machine learning, and so on. Moreover, it is well known that time delays are unavoidable in hardware

implementations, due to the finite switching speed of amplifiers. The existence of time delays can destroy the stability and/or

weaken the performance of the essential neural networks. So the issue of stability analysis of neural networks with time de-

lays attracts many researchers and a large number of stability criteria have been reported in the open literature [29,34,38,48]. It

should be noted that all these stability criteria can be classified into two categories, that is, delay-independent ones [1] and delay-

dependent ones [2–4,32]. Delay independent stability conditions do not take the delay size into consideration, and they are often

conservative for systems with small delays. Therefore, the investigation on the stability of neural networks with delay-dependent

conditions has been the highlight in this field.

Also, many dynamical neural networks are described with neutral functional differential equations that include neutral delay

differential equations as their special case. These neural networks are called neutral neural networks or neural networks of

neural-type. Recently, some results for neural networks of neural-type have been derived in the literature [5,6,30,31,46].

As pointed out by Gopalsamy in [7], the time delay in the stabilizing negative feedback term has a tendency to destabilize

a system. Like the traditional time delays, the leakage delays also have a great impact on the dynamics of neural networks and
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many works have appeared in the literature, see [8–12]. In [8], Gopalsamy initially investigated the BAM neural networks with

leakage delays and obtained some sufficient conditions to guarantee the existence and global stability of a unique equilibrium

point by employing M-matrices theory. Then based on this work, Peng [9] further discussed the existence and global stability

of periodic solutions for BAM neural networks with leakage delays by using the continuation theorem in coincidence degree

theory and the Lyapunov functional. In [10,11], the authors studied the equilibrium point of two classes fuzzy neural networks

with delays in leakage terms. By using the topological degree theory, delay-dependent stability conditions of neural networks

of neutral type with time delays in the leakage term were proposed in [12]. Therefore, it is valuable to investigate the stability

analysis of neural networks with time delays in the leakage term. Recently, there have appeared a few works on the stability

analysis of neural networks with time delays in the leakage term in the literature [13–17].

In addition, many physical systems undergo unexpected changes at certain moments due to instantaneous perturbations,

which leads to impulsive effects. It is worth pointing out that neural networks are often subject to impulsive perturbations

that in turn affect dynamical behaviors of the system. It frequently occurs in fields such as economics, mechanics, electronics,

telecommunications, medicine, biology, etc. Therefore, it is necessary to consider impulsive effects to the problem of neural

networks to reflect more realistic dynamics and many results have been reported for continuous-time and discrete-time neural

networks [18–25]. Unfortunately, due to some theoretical and technical difficulties, up to now, the stability problem of neural

networks of neutral type with the effects of leakage delays via impulsive control has not been addressed, which is still an open

problem and remains challenging. This situation encourages our present research.

Motivated by the above discussion, in this paper we study the stability issue of impulsive neutral type neural networks with

leakage delays. By using the Lyapunov functional, and free weighting matrix method, some sufficient conditions that depend

on the delays for stability criteria are obtained in terms of LMIs, which can be readily verified by using the standard numerical

software. Moreover, numerical examples are provided to illustrate the effectiveness of the proposed criteria.

Notations. Throughout this paper, Rn and Rn×m denote the n-dimensional Euclidean space and the set of all n × m real

matrices, respectively. The notation X ≥ 0 (respectively, X > 0), where X is symmetric matrices, means that X is positive semi-

definite (respectively, positive definite). The subscript T denotes the transpose of the matrix.

2. Problem formulation

Consider the following neutral type neural networks with both leakage delays and impulsive perturbations

dx(t) = −Ax(t − δ) + W1 f (x(t)) + W2 f (x(t − τ (t)) + W3ẋ(t − h(t)), t �= tk,

�x(tk) = −Nk

{
x(t−

k
) − A

∫ tk

tk−δ
x(s)ds

}
, t = tk, k ∈ Z+, (1)

where x(t) = [x1(t), x2(t), . . . , xn(t)]
T ∈ Rn is the state vector associated with the neurons, f (x(t)) =

[ f1(x1(t)), f2(x2(t)), . . . , fn(xn(t))]
T

is the activation function. The matrix A = diag(a1, a2, . . . , an) is a diagonal matrix

with positive entries ai > 0. W1, W2, W3 are the interconnection matrices representing the weight coefficients of the neurons.

Nk ∈ Rn×n, k ∈ Z+ denotes the impulsive matrix. δ ≥ 0 denotes the constant leakage delay. The discrete delay τ (t) and the

neutral delay h(t) are assumed to satisfy

0 ≤ τ1 ≤ τ (t) ≤ τ2, τ̇ (t) ≤ τd < 1; 0 < h(t) ≤ h, ḣ(t) ≤ hd < 1,

τ12 = τ2 − τ1, τs = 1

2
(τ 2

2 − τ 2
1 ), τc = τ 3

2 − τ 3
1

6
, (2)

where τ 1, τ 2, τ d, hd and h are constants. The initial condition associated with model (1) is given by

x(t) = φ(t), ∀t ∈ [−max{δ, τ2, h}, 0].

Throughout this paper, we assume that the following conditions are satisfied:

(H1) For any j ∈ 1, 2, . . . , n, f j(0) = 0 and there exist constants F−
j

and F+
j

such that

F−
j

≤ f j(α1) − f j(α2)

α1 − α2

≤ F+
j

, (3)

for all α1, α2 ∈ R and α1 �= α2.

(H2) The impulsive time instant tk satisfy 0 = t0 < t1 < · · · < tk → ∞ and infk∈z+{tk − tk−1} > 0.

Next, we present some preliminary lemmas, which are needed in the proof of our main results.

Lemma 2.1. For any symmetric positive-definite constant matrix R =
[

R1 R2

∗ R3

]
> 0, where R1, R2, R3 ∈ Rn×n, and 0 < h(t) ≤ h, if

there exists a vector function ẋ(·) : [0, h] → Rn such that the following integration is well defined, then we have

−h(t)

∫ t

t−h(t)
ηT (s)Rη(s)ds ≤

[
x(t)

x(t − h(t))∫ t

t−h(t) x(s)ds

]T
⎡
⎣−R3 R3 −RT

2

∗ −R3 RT
2

∗ ∗ −R1

⎤
⎦[

x(t)
x(t − h(t))∫ t

t−h(t) x(s)ds

]

where η(t) =
[
xT (t) ẋT (t)

]T
.
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