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This paper proposes a class of one parameter conjugate gradient methods, which can be re-

garded as some kinds of convex combinations of some modified form of PRP and HS methods.

The scalar βk has the form of φk

φk−1
μk. The convergence of the given methods is analyzed by

some unified tools which show the global convergence of the proposed methods. Numerical

experiments with the CUTE collections show that the proposed methods are promising.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction

In this paper, we focus on nonlinear conjugate gradient methods applied to the following nonlinear unconstrained optimiza-

tion problem

min f (x), x ∈ Rn, (1)

where f(x): Rn → R is a continuously differentiable function, bounded from below.

The conjugate gradient method is very efficient for solving (1), especially when n is large, and, has the following form:

xk+1 = xk + αkdk, (2)

dk =
{ −gk, for k = 1;

−gk + βkdk−1, for k ≥ 2,
(3)

where gk = ∇ f (xk) is the gradient of the objective function, αk is a stepins size and βk is a scalar.

Since the first nonlinear conjugate gradient method has been proposed by Fletcher and Reeves in 1964 [1], many formulae

have been proposed to compute the scalar βk (see refs. [2–11], etc.).

Among them, two typical formulae of βk are the FR and PRP formulae (see refs. [1,4,5]), which are given by

βFR
k = ‖gk‖2

‖gk−1‖2
, (4)

and

βPRP
k = gT

k
yk−1

‖gk−1‖2
, (5)
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respectively, where yk−1 = gk − gk−1 is the gradient change, ‖ · ‖ denotes Euclidean norm. For different choice of the scalar βk,

properties of the nonlinear conjugate gradient methods may be quite different. During the past two decades, many different

nonlinear conjugate gradient methods are proposed and analyzed individually (see refs. [12–18], etc.). More detail description

can be found in Hager and Zhang’s paper [19].

It is well known that some quasi-Newton methods can be expressed in a unified way, such as Broyden’s family or Huang’s

family [20–22]. Therefore, a question is as follows: Does there exist a class of nonlinear conjugate gradient methods and their

properties can be analyzed by a unified tool? For this question, Dai and Yuan gave a positive answer in [23]. In [23], authors

observed that

βFR
k = ‖gk‖2

‖gk−1‖2
, (6)

and

βDY
k = ‖gk‖2

dT
k−1

yk−1

. (7)

Combining (3) and (7), By direct calculations, one can deduce an equivalent form of βDY
k

as follows:

βDY
k = gT

k
dk

gT
k−1

dk−1

. (8)

Based on (4) and (8), the above two formulae are some special forms of

βk = φk

φk−1

, (9)

where

φk = λ‖gk‖2 + (1 − λ)(−gT
k dk), (10)

with λ ∈ [0, 1] being a parameter. This class of formulae can be viewed as some kinds of convex combinations of the FR and

DY formulae. From the expression of φk, it is formed only by the information gk and gT
k

dk at k’s iteration. So, φk and φk−1 are

independent of each other.

Recently, Wei et al. [24] proposed a new formula for computing βk:

βWYL
k = gT

k
y∗

k−1

‖gk−1‖2
, (11)

y∗
k−1 = gk − ‖gk‖

‖gk−1‖gk−1. (12)

The formula βWYL
k

can be regarded as a modified form of βPRP
k

. Ref. [24] shows that the method with the formula βWYL
k

not only

has nice numerical results but also possesses the sufficient descent condition and globally converges. In [25], Yao et al. extended

a similar strategy to the HS formula as follows

βMHS
k = gT

k
y∗

k−1

dT
k−1

yk−1

, (13)

and showed that the method with (13) globally converges under the following Wolfe line search. The Wolfe line search [26] is to

find a positive stepsize αk such that

f (xk + αkdk) − f (xk) ≤ δαkgT
k dk, (14)

and

g(xk + αkdk)
T dk ≥ σ gT

k dk, (15)

where 0 < δ < σ < 1.

In the convergence analysis and numerical implementations of conjugate gradient methods, the stepsize αk is often computed

by the strong Wolfe line search which requires αk satisfied (14) and

|g(xk + αkdk)
T dk| ≤ −σ gT

k dk, (16)

where 0 < δ < σ < 1. This paper is also concerned about the general Wolfe line search which requires αk satisfied (14) and

σ1gT
k dk ≤ g(xk + αkdk)

T dk ≤ −σ2gT
k dk, (17)

where 0 < δ < σ 1 < 1 and σ 2 ≥ 0.

The basic topic of this paper is to investigate whether we can further extend Dai’s formula (9) and obtain other methods which

can be analyzed uniformly. The rest of this paper is organized as follows. In Section 2, by briefly reviewing some existing methods,

the motivations of this paper are shown. Accordingly, a class of one parameter conjugate gradient methods are proposed. In

Section 3, the convergence properties of the proposed methods are discussed. In Section 4, numerical experiments are carried

out to comparing different values of the parameter. Some conclusions are given in the last section.
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