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a b s t r a c t

In this paper, we present a new regularized quasi-Newton algorithm for unconstrained
optimization. In this algorithm, an adaptive quadratic term is employed to regularize the
quasi-Newton model. At each iteration, the trial step is obtained by solving an uncon-
strained quadratic subproblem. The global convergence and superlinear convergence of
the new algorithm are established under reasonable assumptions. The numerical results
show that new algorithm is effective.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

In this paper, we consider the following unconstrained optimization problem:

min
x2Rn

f ðxÞ; ð1Þ

For simplicity, we denote the gradient rf ðxkÞ by gk, the Hessian r2f ðxkÞ by Hk. Throughout this paper, k:k denotes the l2-
norm.

Trust-region [3–7] and line-search methods are two commonly-used convergence schemes for unstrained optimization.
In 2009, Cartis et al. [1,2] presented an adaptive cubic regularization algorithm (denoted by ACR). In this algorithm, the trial
step sk is obtained by solving the following subproblem

min
s2Rn

f ðxkÞ þ gT
k sþ 1

2
sT Bksþ 1

3
lkksk

3
; ð2Þ

where Bk is the Hessian Hk or its approximation and lk is a nonnegative adaptive parameter. If the reduction of f ðxÞ is desir-
able, the value of lk is decreased; otherwise it is increased. Provided that the objective function f ðxÞ is continuously dif-
ferentiable and bounded below, and Bk is bounded above for all k, the ACR iterates converge at least one limit that is
first-order critical. Furthermore, when rf is uniformly continuous, the ACR algorithm is globally convergent to a first order
critical point.

Although (2) is an unconstrained problem, it is expensive to solve it. According to Theorem 3.1 in [1], any s�k is a global
minimizer of (2) over Rn if and only if it satisfies the system of equations
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ðBk þ l�kIÞs�k ¼ �gk;

l�k ¼ lkks�kk;

�
ð3Þ

where Bk þ l�kI is positive semidefinite. Because that l�k is dependent on s�k, an iterative method is used to find s�k which satis-
fies (3). Additionally, Bk þ l�kI is ensured to be positive semidefinite at each iteration.

In [9], Ueda et al. presented a regularized Newton method (denoted by RNM) for solving (1). The cubic term in (2) is
replaced by a quadratic one, and the subproblem is

min
s2Rn

f ðxkÞ þ gT
k sþ 1

2
sT Hksþ 1

2
rkksk2

; ð4Þ

where rk is chosen such that Hk þ rkI is positive definite. At each iteration, the rial step sk is computed by

sk ¼ �ðHk þ rkIÞ�1gk which is the global minimizer of (4). This method has global convergence and superlinear rate of con-
vergence under appropriate conditions.

In this paper, we extend the above modification to quasi-Newton method. In order to obtain more general results, we
consider the following quadratic approximated model of f ðxÞ:

mkðsÞ ¼ f ðxkÞ þ gT
k sþ 1

2
sT Bksþ 1

2
rkkQ ksk2

; ð5Þ

where Bk is a symmetric matrix which is the Hessian Hk or its approximation, Qk is a nonsingular matrix,

rk ¼
1

kminðQ T
k Q kÞ

maxf0;�kminðBkÞg þ lk; ð6Þ

lk is a dynamic positive parameter which is similar to the parameter in the ACR algorithm. At each iteration, the trial step sk

is obtained by solving

min
s2Rn

mkðsÞ; ð7Þ

s�k is the global minimizer of (7) over Rn if and only if it satisfies the following linear system:

ðBk þ rkQ T
k Q kÞs�k ¼ �gk: ð8Þ

If Bk ¼ Hk and Q k ¼ I, then (5) is reduced to (4).
The rest of this paper is organized as follows. In Section 2, a description of the new algorithm is given and global conver-

gence is investigated. In Section 3, we establish the superlinear convergence under reasonable assumptions. The numerical
results of new algorithm are reported in Section 4.

2. Algorithm and convergence analysis

At first, we give a description of new quasi-Newton algorithm.

Algorithm 2.1. Regularized quasi-Newton algorithm

Step 0: Given 1 > g2 > g1 > 0; c3 > c2 P 1 > c1 > 0; l0 > 0; x0 2 Rn; B0 2 Rn�n is positive definite, Q0 2 Rn�n is
nonsingular; set k ¼ 0 and

r0 ¼
1

kminðQ T
0Q 0Þ

maxf0;�kminðB0Þg þ l0:

Compute f ðx0Þ; g0 ¼ rf ðx0Þ.

Step 1: If kgkk ¼ 0, stop with x� ¼ xk.
Step 2: Determine sk by solving (7), compute f ðxk þ skÞ and

qk ¼
f ðxkÞ � f ðxk þ skÞ

f ðxkÞ �mkðskÞ
: ð9Þ

Step 3: Set

xkþ1 ¼
xk þ sk; if qk P g1;

xk; if qk < g1:

�
ð10Þ

If qk P g1, then set f ðxkþ1Þ ¼ f ðxk þ skÞ, otherwise set f ðxkþ1Þ ¼ f ðxkÞ.
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