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a b s t r a c t

In this work we introduce a new operator of divided differences that preserves the conver-
gence order when it is used for approximating the Jacobian matrix in iterative method for
solving nonlinear systems. We obtain derivative free iterative methods with lower
computational cost than the corresponding ones with different operators of divided differ-
ences. We also study the global convergence of these methods by analyzing their dynami-
cal behavior.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

One of the most important problems in numerical analysis is approximating the solution of nonlinear equations using
iterative methods. This fact has led to develop high order methods in order to solve different problems in mathematics
and engineering, as can be seen in [1–4]. In some practical applications the derivative free methods are an important task
in order to solve the problem, [5–8].

In a recent work, [9], we proved that adding a modified Newton’s step to an iterative method of order p we obtain a
method of order pþ 2. Our aim, now, is to extend this result to derivative free methods by showing that this result is pre-
served when we approximate the Jacobian matrix by a suitable operator of divided differences.

We prove that this technique can be applied repeatedly, so that new derivative free iterative methods with convergence
order pþ 2n can be obtained by applying it n times to a p order method.

Different studies in the scientific literature about the dynamic behavior of various iterative methods have been published,
from the classical method of Newton, [10], to other higher order methods [11]. Recent papers show the dynamics of some
derivative free methods, [12], applied to the solution of polynomial equations in the complex field.

Our aim is to study the dynamics of different derivative free iterative methods applied to systems of equations of real
variables. Specifically, we show the basins attraction for a system of two polynomial equations of second degree in the real
plane, representing the intersection of two conics.

The rest of the paper is organized as follows. A second order approximation of the Jacobian, called symmetric divided dif-
ference operator and its Taylor’s expansion are obtained in Section 2. In Section 3, we prove theoretical results about the
convergence order when we approximate the Jacobian matrix by symmetric divided differences. Section 4 examines differ-
ent kinds of divided difference operators and Section 5 introduces new iterative methods obtained by substituting the
derivatives by these operators. A complete study about the computational efficiency of the new methods is done in
Section 6. In Section 7, the new methods are applied to some test equations. Finally, Section 8 examines the dynamics of
some of these methods and Section 9 is devoted to the conclusions.
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2. Divided difference operators

Let be F a function Rn�!Rn sufficiently differentiable in a convex set D � Rn containing a a simple zero of F.
In order to approximate the derivative, F 0ðxÞ, we consider the operator introduced in [13,14], (13, Appendix B) given by:

½xþ h; x; F� ¼
Z 1

0
F 0ðxþ thÞdt; ðx; hÞ 2 Rn � Rn: ð1Þ

By integrating the Taylor’s expansion of F 0ðxþ thÞ around x we have:

½xþ h; x; F� ¼ F 0ðxÞ þ 1
2

F 00ðxÞhþ 1
6

F 000ðxÞh2 þ Oðh3Þ:

That is, it has been obtained an operator of divided differences that approximates the Jacobian F 0ðxÞ with order h. A simple
change of variable allows us to express the operator for the symmetric case:

½xþ h; x� h; F� ¼ 1
2

Z 1

�1
F 0ðxþ thÞdt; ðx;hÞ 2 Rn � Rn;

then, integrating the same Taylor’s development as before we obtain:

½xþ h; x� h; F� ¼ F 0ðxÞ þ 1
6

F 000ðxÞh2 þ Oðh3Þ; ð2Þ

that is, an approximation of second order for the Jacobian, that is called symmetric approximation.

3. Main result

In [15] we introduce a technique for increasing from p to pþ 2 the convergence order of an iterative method. The proce-
dure consists in composing the iterative method of order p with a modification of Newton’s method that introduces just a
new functional evaluation avoiding the calculation of the new derivative.

In this work we show that this improvement in the convergence order holds if we replace all the derivatives by their sym-
metric divided differences approach. Then, new derivative free iterative methods for nonlinear systems are obtained.

The iterative expression of the new methods is as follows:

yn ¼ xn � ½xn þ h; xn � h; F��1FðxnÞ;
zn ¼ /ðxn; ynÞ;
wn ¼ zn � ½yn þ h; yn � h; F��1FðznÞ;

ð3Þ

where ½uþ h;u� h; F� is a symmetric approximation by divided differences for F 0ðuÞwith h ¼ FðuÞ and / is the iteration func-
tion of an iterative method of convergence order p P 2. We establish the following result:

Theorem 1. Let F : Rn�!Rn a sufficiently smooth function in a neighborhood of a, a simple zero of FðxÞ ¼ 0, in D � Rn and the
iterative method zn ¼ /ðxn; ynÞ with convergence order p. Then, method (3) has convergence order pþ 2.

Proof. We consider the Taylor’s expansion of FðxnÞ in a:

FðxnÞ ¼ Cen þ A2Ce2
n þ A3Ce3

n þ A4Ce4
n þ A5Ce5

n þ Oðe6
nÞ;

being C ¼ F 0ðaÞ; en ¼ xn � a and Ak ¼ F 0 ðaÞ�1FðkÞðaÞ
k!

2 LkðRn;RnÞ; k ¼ 2;3; . . ..
Then, the derivatives of FðxnÞ in a neighborhood of a take the form:

F 0ðxnÞ ¼ Cþ 2A2Cen þ 3A3Ce2
n þ 4A4Ce3

n þ 5A5Ce4
n þ Oðe5

nÞ;
F 00ðxnÞ ¼ 2A2Cþ 6A3Cen þ 12A4Ce2

n þ 20A5Ce3
n þ Oðe4

nÞ;
F 000ðxnÞ ¼ 6A3Cþ 24A4Cen þ 60A5Ce2

n þ Oðe3
nÞ:

By substituting these expansions in (2) with x ¼ xn and h ¼ FðxnÞ, we have the error equation for the symmetric divided dif-
ference approximation:

½xn þ h; xn � h; F� ¼ Cþ 2A2Cen þ A3C C2 þ 3
� �

e2
n þ 2A2A3C

3 þ 4A4 C2 þ 1
� �

C
� �

e3
n

þ 2A2
3C

3 þ A2
2A3C

3 þ 8A2A4C
3 þ 5A5 2C2 þ 1

� �
C

� �
e4

n þ Oðe5
nÞ

and then we can deduce the error equation for its inverse operator, in the way it is done in [16] (see Eqs. (2) and (3)):
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