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a b s t r a c t

In this paper, we develop new methods for approximating dominant eigenvector of
column-stochastic matrices. We analyze the Google matrix, and present an averaging
scheme with linear rate of convergence in terms of 1-norm distance. For extending this
convergence result onto general case, we assume existence of a positive row in the matrix.
Our new numerical scheme, the Reduced Power Method (RPM), can be seen as a proper
averaging of the power iterates of a reduced stochastic matrix. We analyze also the usual
Power Method (PM) and obtain convenient conditions for its linear rate of convergence
with respect to 1-norm.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

1.1. Motivation

Problem of finding stationary states in Markov chains arise in many application fields. Usually it is reduced to a problem
of finding a dominant eigenvector of a stochastic matrix. The later problem is traditionally solved by the Power Method (PM).
Recall that the convergence of the Power Method is related to ratio of modulus of the second and the first leading eigen-
values [5]. This ratio is not very visible from the initial data (coefficients of the matrix). Thus, for a particular matrix, an a
priory estimate of the possible rate of convergence of the Power Method remains a nontrivial question.

On the other hand, from the theory of Discrete Dynamical Systems, we know that the best possible rate of convergence
can be established only with respect to a proper Euclidean metric, defined by some Linear Matrix Inequality. Consequently,
the corresponding results on the convergence rate are usually written in an implicit form.

In this paper, we show that for (column-) stochastic matrices the situation is different. For this class, the uniqueness of a
dominant eigenvector can be guaranteed by some simple and verifiable conditions. One of them is the existence of a strictly
positive row (e.g., p. 51 in [1]). It appears that the sum of the minimal elements of all rows defines a linear rate of conver-
gence of a special version of the power-type method (we call it the Reduced Power Method (RPM)). For the standard Power
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Method (PM), we derive its linear rate of convergence from a simple expression for 1-norm of stochastic matrix acting on the
vectors with zero sum of coordinates.

Our results are motivated by the Page Rank problem (or Google problem [2,4]). In particular, we show that, for the sug-
gested in [2] value of the damping coefficient a ¼ 0:15, the corresponding problems can be solved very easily. For this par-
ticular application, the above mentioned uniqueness result can be formulated as follows. The existence of global authority in
the network ensures uniqueness of the stationary state in the corresponding Markov chain (SSMC). This state can be found by a
random walk with a positive service rate provided by global authorities. We show that SSMC problem is easy also for the
Power Method provided that for two agents located at any pair of states, the probability to come next step at the same state
is positive.

1.2. Contents

The paper is organized as follows. In Section 2 we introduce the Google problem and derive an explicit representation for
the dominant eigenvector of the damped stochastic matrix. This representation naturally leads to an approximation
procedure, based on a proper averaging of the power series for initial matrix. We prove a linear rate of convergence in terms
of 1-norm both for the residual of linear system and for the distance to exact solution. In Section 3, we extend the above
technique onto the general column-stochastic matrices. For its applicability, it is enough to assume existence of a positive
row in the matrix. Then the initial matrix can be represented as a convex combination of two stochastic matrices, such that
the second matrix is of rank one. This feature is essential for constructing an efficient approximation scheme (RPM) based on
the power series of a reduced stochastic matrix. The global rate of convergence of this process is again linear. In Section 4, we
study the Power Method. Despite to the negative expectations derived from the Jordan-form representation, we show that
this method converges linearly on SSMC problem. In Section 5, we present a better framework for its convergence analysis,
and discuss some interpretation of characteristics responsible for its convergence rate.

1.3. Notation

For two vectors x; y 2 Rn we denote by hx; yi their scalar product:

hx; yi ¼
Xn

i¼1

xðiÞyðiÞ:

Notation k � kp with p P 1, is used for p-norms:

kxkp ¼
Xn

i¼1

jxðiÞjp
" #1=p

; x 2 Rn:

The positive orthant in Rn is denoted by Rn
þ. Notation ej is used for the jth coordinate vector in Rn, and e 2 Rn denotes the

vector of all ones. By Rn�n, we denote the space of real n� n-matrices, and I denotes the unit matrix of an appropriate size.
We write A P 0 if matrix A has all entries nonnegative.

2. Solving Google problem by power sequences

The Google problem (or Page Rank problem) consists in approximating an eigenvector of a very big stochastic matrix. Let
E 2 Rn�n be an incidence matrix of a graph. Let us make it stochastic by an appropriate column scaling:

A ¼def ED�1ðET eÞ; e ¼ ð1; . . . ;1ÞT 2 Rn;

where DðxÞ 2 Rn�n is a diagonal matrix with vector x 2 Rn on its diagonal. Thus,

AT e ¼ e: ð2:1Þ

Now, each column Aej 2 Dn ¼deffx 2 Rn
þ : he; xi ¼ 1g; j ¼ 1; . . . ;n. It contains the transition probabilities of the corresponding

node.
We need to find a vector x� 2 Rn

þ satisfying the following system of linear equations:

Ax� ¼ x�; he; x�i ¼ 1: ð2:2Þ

From Perron–Frobenius theorem, we know that such a solution always exists.
Usually, system (2.2) is solved by different versions of the Power Method. Indeed, let us fix a starting vector x0 2 Dn (we

allow it to have some zero components). Define the sequence

xkþ1 ¼ Axk; k P 0: ð2:3Þ

Note that he; xkþ1i ¼ he;Axki ¼
ð2:1Þhe; xki. Thus, xk 2 Dn for all k P 0. The following result is well known.
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