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a b s t r a c t

Knowing a sequence of moments of a given, infinitely supported, distribution we obtain
quickly: coefficients of the power series expansion of monic polynomials pnf gnP0 that
are orthogonal with respect to this distribution, coefficients of expansion of xn in the series
of pj; j 6 n, two sequences of coefficients of the 3-term recurrence of the family of pnf gnP0,
the so called ‘‘linearization coefficients’’ i.e. coefficients of expansion of pnpm in the series of
pj; j 6 mþ n.

Conversely, assuming knowledge of the two sequences of coefficients of the 3-term
recurrence of a given family of orthogonal polynomials pnf gnP0, we express with their help:
coefficients of the power series expansion of pn , coefficients of expansion of xn in the series
of pj; j 6 n, moments of the distribution that makes polynomials pnf gnP0 orthogonal.

Further having two different families of orthogonal polynomials pnf gnP0 and qnf gnP0 and
knowing for each of them sequences of the 3-term recurrences, we give sequence of the so
called ‘‘connection coefficients’’ between these two families of polynomials. That is coeffi-
cients of the expansions of pn in the series of qj; j 6 n.

We are able to do all this due to special approach in which we treat vector of orthogonal

polynomials pjðxÞ
� �n

j¼0
as a linear transformation of the vector xj

� �n

j¼0 by some lower trian-

gular ðnþ 1Þ � ðnþ 1Þ matrix Pn .
� 2014 Elsevier Inc. All rights reserved.

1. Introduction and notation

Let us first make some remarks concerning notation. a; b; . . . will denote positive measures on the real line. We will
assume that all of these measures have infinite supports. In order to be able to sometimes use probabilistic notation we will
assume that all considered measures are normalized. Integrals of an integrable function f with respect to the measure a
will be denoted by either of the following denotations:Z

f ðxÞdaðxÞ;
Z

fda; Ef ;Ef ðZÞ; Eaf ðZÞ;

depending on the context and the need to specify details. In the above formulae, Z denotes random variable with the distri-
bution a. Probability theory ensures that Z always exist.

Matrices and vectors (always columns) will be generally denoted by the bold type letters. The most important vector and
matrix are Xn ¼ ð1; x; . . . ; xnÞT (T-transposition) and
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MnðaÞ ¼ miþjðaÞ
� �

j;i¼0;...;n; ð1:1Þ

where mnðaÞ ¼
R

xndaðxÞ. In other words MnðaÞ ¼ EaXnXT
n. Matrices of this form, that is having the same elements on counter

diagonals, are called Hankel matrices.

Definition 1. We will say that the moment problem is determinate if there exists only one measure a that generates the
moment sequence mn að Þf gnP0. Otherwise we say that the moment problem is indeterminate.

Remark 1. There exist sufficient criteria allowing to check if the moment problem is determinate or not. For example Carl-

eman’s criterion states that if
P

nP0m1=2n
2n <1, then the moment problem is indeterminate. Else, if

R
exp xj jð Þda xð Þ <1, then

the moment problem is determinate (for details see e.g. [14] or [15]).
In the sequel we will assume generally that our moment problem is determinate.
Að Þj;k will denote ðj; kÞ-th entry of the matrix A:

Infinite support assumption ensures that for every n one can always find nþ 1 linearly independent vectors of the form

ð1; xk; . . . ; xn
kÞ

T , where xk 2 suppa. Besides we know that if suppa is infinite then matrices MnðaÞ are non-singular for every n.
Let us remark immediately that the matrix Mn is the main submatrix of the matrix Mnþ1. We also define sequence

DnðaÞ ¼ det MnðaÞ; ð1:2Þ

n P 1, of determinants of matrices MnðaÞ and let us also introduce vectors consisting of successive moments

mT
nðaÞ ¼ ð1; . . . ;mnðaÞÞ:

Vector mnðaÞ is the first column of the matrix MnðaÞ.
In order to avoid repetition of assumption we will assume that matrices MnðaÞ exist for all n P 0. In other words we

assume that all moments of the measure a exist. Obviously ð0;0Þ entry of the matrix Mn is equal to 1.
We know that given measure a, such that all moments exist, one can define the set of polynomials pnðx;aÞf gnP�1 with

p�1ðx;aÞ ¼ 0; p0ðx;aÞ ¼ 1, such that pn is of degree n and satisfying for nþm–� 2 the following relationship:Z
pn x;að Þpmðx;aÞdaðxÞ ¼ dn;m;

where dn;m denotes Kronecker’s delta. Moreover if we declare that all leading coefficients of the polynomials pnðx;aÞ are posi-
tive then the coefficients pn;iðaÞ of the expansion

pn x;að Þ ¼
Xn

i¼0

pn;i að Þxi ð1:3Þ

are defined uniquely by the measure a. According to our convention, later we will drop dependence on a if the measure a is
clearly specified.

Let us define vectors PnðxÞ ¼ ðp0ðxÞ; . . . ; pnðxÞÞ
T and the lower triangular matrix Pn with entries pi;j if i P j and 0 otherwise.

We obviously have:

PnðxÞ ¼ PnXn: ð1:4Þ

To continue introduction of notation, let kn;iðaÞ denote coefficients in the following expansions:

xn ¼
Xn

i¼0

kn;iðaÞpi x;að Þ: ð1:5Þ

Consequently let us introduce lower triangular matrices Kn with entries ki;j if i P j and 0 otherwise.
We obviously have:

Xn ¼ KnPnðxÞ;PnKn ¼ KnPn ¼ In; ð1:6Þ

where In denotes ðnþ 1Þ � ðnþ 1Þ identity matrix.
As polynomials pnf g are orthonormal, there exist two number sequences anf g; bnf g such that polynomials pnf g satisfy the

following 3-term recurrence:

xpnðxÞ ¼ anþ1pnþ1ðxÞ þ bnpnðxÞ þ anpn�1ðxÞ; ð1:7Þ

with a0 ¼ 0 and n P 0. We know also that

an ¼
pn�1;n�1

pn;n
; bn ¼

Z
xp2

n xð Þda xð Þ; ð1:8Þ

consequently that b0 ¼ m1. For details see e.g. [1] or [12].
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