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a b s t r a c t

This contribution describes our efforts in the design of a 130 nm CMOS ASIC that implements Skein,
BLAKE, JH, Grøstl, and Keccak, the five candidates selected by NIST in the third round SHA-3 competition.
The objective of the ASIC is to accurately measure the performance and power dissipation of each candi-
date when implemented as an ASIC. The design of this ASIC, and its optimization for benchmarking, cre-
ates unique problems, related to the integration of five heterogeneous architectures on a single chip. We
implemented each algorithm in a separate clock region, and we integrated an on-chip clock generator
with flexible testing modes. The chip is further designed to be compatible with SASEBO-R board, a
power-analysis and side-channel analysis environment. We report the design flow and test results of
the chip, including area, performance and shmoo plot. Furthermore, we compare our ASIC benchmark
with an equivalent FPGA benchmark.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

The SHA-3 competition organized by NIST aims to select, in
three phases, a successor for the mainstream SHA-2 hash algo-
rithms in use today. By the completion of Phase II in December
2010, five out of the 14 second round candidates were identified
for further evaluation as SHA-3 finalists. For each round in this com-
petition NIST wants to evaluate algorithms [19] and find the best
performing algorithm across a large set of computers/architectures.
So, their benchmarking process studies how a single algorithm be-
haves across a broad range of architectures (ASIC being one of
them). The winner will be announced by NIST in spring 2012.

NIST recommended benchmarking of both software and hard-
ware platforms. Although the underlying goal of doing benchmark-
ing for both software and hardware is the same, the methodology
used is very different and unique. Our effort and contribution to
this competition, is to develop an environment for doing un-biased
and comprehensive evaluation of SHA-3 candidates on hardware
platform. Hardware benchmarking is an important aspect as it
evaluates the algorithm based on area, performance and power.
There are two primary hardware benchmarking targets: FPGA
and ASIC implementations. FPGA benchmarking is very similar to
software benchmarking. Because an FPGA can be reprogrammed,
each SHA-3 algorithm can be tested in isolation from the others.

ASIC benchmarking, on the other hand, requires an expensive
and labor intensive tape-out process. Therefore, we need to design
all SHA-3 candidates in a single chip, and their low-level imple-
mentation (place-and-route) is a shared effort for all candidates
at the same time. Since ASICs still cover a significant portion of
the hardware design market, we cannot ignore ASIC benchmarking.
At the same time, ASIC implementation generally has better perfor-
mance, smaller die area, and lower power consumption than FPGA.

To evaluate each algorithm on ASIC, we have designed,
functionally verified and successfully fabricated chip with SHA-3
finalists. The chip is compatible with SASEBO-R board, which is
widely used among cryptographic research community. It provides
early access to SHA-3 ASIC hardware. We have open-sourced RTL
designs and are also providing other teams with copies of this chip.
However, to achieve benchmarking in ASIC in a timely manner and
to ensure fairness, we have faced several challenges at different
phases, which includes design, implementation and testing. In this
article, we will discuss this in further details and present our find-
ings as measured on hardware.

To summarize, key contributions of this article are as follows:

� First, we propose a platform, methodology and evaluation crite-
ria for a comprehensive comparison between five finalists in
FPGA and ASIC platforms.
� Second, we present design details and challenges faced in

ensuring fairness while benchmarking in ASIC.
� Third, we present the measurement, trends and ranking of these

candidates across both FPGA and ASIC platforms.
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The rest of the article is structured as follows: In Section 2, we
will discuss related work towards ASIC benchmarking. Our meth-
odology towards prototyping is described in Section 3. In Section 4,
we present evaluation metrics for these candidates. Section 5 de-
scribes the implementation details of ASIC chip. In Section 6, we
will analyze the ASIC measurement results and conclude our work
in Section 7.

2. Related work

The hardware evaluation of SHA-3 candidates has started
shortly after the specifications of 51 algorithms submitted to the
contest became available. More comprehensive efforts became fea-
sible only after NIST’s announcement of 14 candidates qualified for
the second round of the competition in July 2009. Since then, sev-
eral comprehensive studies for FPGA [6,13,16] and ASIC implemen-
tations [18,17,12,7,8,11,14] have been reported. Guo et al. [7] used
a consistent and systematic approach to move the SHA-3 hardware
benchmark process from the FPGA prototyping by [15] to ASIC
implementations using 130 nm CMOS standard cell technology.
Tillich et al. [17] presented the first ASIC post-synthesis results
using 180 nm CMOS standard cell technology with high through-
put as the optimization goal and further provided post-layout re-
sults [18]. Henzen et al. [12] implemented several architectures
in a 90 nm CMOS standard cell technology, targeting high- and
moderate-speed constraints separately, and presenting a complete
benchmark of post-layout results. Knezevic et al. [14] provided
ASIC synthesis results in a 90 nm CMOS standard cell technology
as a comparison with their primary FPGA prototyping results.

In December 2010, five candidates were selected for the last
round of SHA-3 competition. These candidates then submitted
the final specification of their algorithms in January 2011. The only
comparison of the five candidates in ASIC implementations at this
stage was provided by [10] based on post-layout simulation.
Although Henzen et al. [11] reported the performance results of a
compact BLAKE implementation based on ASIC measurements.
However, as the BLAKE hash designers they only focused on the
BLAKE ASIC characterization. In this article we present implemen-
tation details and results that are measured on hardware chip. This
is likely the first SHA-3 test chip with five finalists, and as such
stands out among all the previous work summarized in Table 1.

3. Methodology

In this section we describe the overall design environment that
we have built for both FPGA and ASIC prototyping.

The Side-channel Attack Standard Evaluation Board (SASEBO)
[2] is a board specifically designed to develop standard evaluation
schemes to secure the cryptographic module against physical at-
tacks. The experimental environment for FPGA prototyping was

done using SASEBO-GII board as shown in Fig. 1. A SASEBO-GII
board contains two FPGAs: a control FPGA, which provides the
interfacing activities with a PC, and a cryptographic FPGA, which
contains the hashing candidate. We use the same environment
for ASIC benchmarking. ASIC implementation is tested using SAS-
EBO-R board. SASEBO-R board contains a socket, which is used to
mount our SHA-3 chip and a control FPGA, which is used to provide
interface logic. We test the functionality of each candidate by send-
ing message blocks from the host PC to the SASEBO board and
reading the digest generated by the SHA-3 ASIC once it is ready.
The digest is then compared with a pre-computed digest by a soft-
ware testbench running on PC. Power and performance analysis is
also performed for both FPGA and ASIC platforms.

FPGA prototyping was done in an earlier phase of our project
[7], and in this article we will not cover any details on FPGA proto-
typing. However, we want to emphasize the advantages of using
this setup. First, we now have unique capability of analyzing the
design and implementation characteristics for all candidates in
both FPGA and ASIC platforms. Second, by using the same test
interface we accelerate the process of building and testing of ASIC
chip.

4. Evaluation metrics

In this section, we discuss the various metrics based on which
we evaluate the five candidates. Common metrics include area,
maximum frequency, maximum throughput and power/energy
consumption.

4.1. Area

We use the circuit area of each SHA-3 candidate including both,
the interface and hash core after layout. The area is reported in
kilo-gate-equivalents (kGEs), where a gate equivalent corresponds
to the area of a standard NAND2 gate in the standard-cell library.
We divide the reported layout area with unit in mm2 by the area
of an NAND2 gate for conversion from the absolute circuit area
to kGE.

4.2. Throughput (Tp)

The time required to hash a message consists of four parts: the
latency for loading one block of message, Lin, the hash core latency,
Lcore, the latency for finalization step, Lfinal, and the latency for out-
putting the message digest, Lout . For short message hashing, all
these four latencies are important performance factors. The total
latency is frequently used to characterize the short message hash-
ing speed instead of throughput. In the case of hashing a long mes-
sage, Lfinal and Lout can be neglected. Since Lin is dependent on the
system I/O throughput which may vary in different contexts, here
we report the throughput Tp of the hash core function as follows:

Table 1
The related SHA-3 hardware benchmarking work in ASICs.

14 Second round candidates 5 Third round candidates

Tilinch [18,17] Guo [7] Henzen [12] Knezevic [14] Guo [10]

Technology
node

180 nm CMOS 130 nm CMOS 90 nm CMOS 90 nm CMOS 130 nm CMOS

Hardware
interface

Assume infinite
bandwidth interface

Defined standard
‘handshake’ interface

Assume infinite
bandwidth interface

Defined standard
‘handshake’ interface

Defined standard
‘handshake’ interface

Chosen
metrics

Area, throughput Area, throughput, power,
energy

Area, throughput, energy Power, energy Area, throughput, power,
energy

Design result Post-layout Post-layout Post-layout Post-synthesis Post-layout
Hardware

testing
No No No No No
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