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a b s t r a c t

In this paper, based on the generalized Taylor expansion and using the iteration matrix G of
the iterative methods, we introduce a new method for computing a series solution of the
linear systems. This method can be used to accelerate the convergence of the basic iterative
methods. In addition, we show that, by applying the new method to a divergent iterative
scheme, it is possible to construct a convergent series solution and to find the convergence
intervals of control parameter for special cases. Numerical experiments are given to show
the efficiency of the new method.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Consider the linear system of equations,

Au ¼ d; ð1:1Þ

where A 2 Rn�n is given, d 2 Rn is known, and u 2 Rn is unknown. One class of iterative methods is based on a splitting ðM;NÞ
of the matrix A, i.e.,

A ¼ M � N; ð1:2Þ

where M is taken to be invertible and cheap to invert, meaning that a linear system with matrix coefficient M is much more
economical to solve than (1.1). Based on (1.2), (1.1) can be written in the fixed-point form

u ¼ Guþ c; G ¼ M�1N; c ¼ M�1d; ð1:3Þ

which yields the following iterative scheme for the solution of (1.1):

uðkþ1Þ ¼ GuðkÞ þ c; k ¼ 0;1;2; . . . ; uð0Þ 2 Rn is arbitrary: ð1:4Þ

There have been many studies about the convergence of the splitting iteration method (1.4), or in other words, the matrix
splitting (1.2), when the coefficient matrix A and the iteration matrix G have particular properties (see, e.g. [1,3,4,13–15]).
Also, for improving the rate of the convergence, many authors introduced the pereconditioned methods, see
[5,7,11,12,16,17]. A sufficient and necessary condition for (1.4) to converge to the solution of (1.1), is that qðGÞ < 1, where
qðGÞ denotes the spectral radius of the iteration matrix G. In this paper based on the generalized Taylor expansion and using
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the iteration matrix G of the iterative method, we introduce a new method for computing a series solution of the linear sys-
tem (1.1). We show that, this method can be used to accelerate the convergence of the convergent basic iterative methods. In
addition, we prove that, under certain assumptions, this method can be applied to a divergent iterative scheme and to con-
struct a convergent series solution.

This paper is organized as follows. In Section 2, by using generalized Taylor expansion we introduce the new method. In
Section 3, we derive the conditions for improving the rate of convergence of the basic iterative methods. In Section 4, we
apply the new method to the divergent iterative methods to construct a convergent series solution. We derive the conver-
gence intervals and obtain the optimal value for the control parameter. In Section 5, some numerical examples are presented
to show the efficiency of the method. Finally, we make some concluding remarks in Section 6.

2. New method based on generalized Taylor expansion

In the book [8], Liao introduces the generalized Taylor expansion to the nonlinear equation as follow,

f ðtÞ ¼ lim
m!1

Xm

l¼0

lm;l
0 ð�hÞ

f ðlÞðt0Þ
l!
ðt � t0Þl; ð2:1Þ

where limm!1lm;l
0 ð�hÞ ¼ 1, for l > 1. He controlled the convergence region of the generalized Taylor expansion (2.1) by the

auxiliary parameter �h – 0. As [9], we call it the convergence control parameter �h.
In [9], through detailed analysis of some examples, Liu showed that the generalized Taylor series is only the usual Taylor

expansion at point t0. Here, by using this idea, we consider the Taylor expansion of f ðtÞ ¼ 1
1�t at point t0

f ðtÞ ¼ 1
1� t0

1þ t � t0
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;

with the convergence region jt � t0j < j1� t0j. If we take t0 ¼ að1þ 1
�hÞ where a ¼ aþ ib, so the above expression becomes

f ðtÞ ¼
�h
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: ð2:2Þ

By assuming ki – 1, for i ¼ 1;2; . . . ;n, where ki is the eigenvalue of matrix G, and q �hG�að�hþ1ÞI
�h�að�hþ1Þ

� �
< 1, if we apply (2.2) to the

equation f ðGÞ ¼ ðI � GÞ�1, then one may obtain the following equation

f ðGÞ ¼
�h

�h� að�hþ 1Þ I þ
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; ð2:3Þ

Taking

Ga;�h ¼
�hG� að�hþ 1ÞI
�h� að�hþ 1Þ ; ð2:4Þ

yields

f ðGÞ ¼
�h

�h� að�hþ 1Þ ½I þ Ga;�h þ G2
a;�h þ � � � þ Gl

a;�h þ � � ��: ð2:5Þ

Let u0 be an initial approximation to the exact solution u of the original system (1.1) and define the vectors

u1 ¼ � �h
�h�að�hþ1Þ ½ðI � GÞu0 � c�;

ui ¼ Ga;�hui�1; i ¼ 2;3; . . . ;
ð2:6Þ

and

v ¼
X1
i¼0

ui ¼ u0 þ
X1
i¼1

Gi�1
a;�h u1 ð2:7Þ

It is obvious that if qðGa;�hÞ < 1, then the series
P1

i¼1Gi�1
a;�h u1 converges and we have

v ¼ u0 þ ðI � Ga;�hÞ�1u1 ¼ u0 þ
�h

�h� að�hþ 1Þ

� ��1

ðI � GÞ�1u1 ¼ ðI � GÞ�1c;

which is the exact solution of (1.3). So, when qðGa;�hÞ < 1 and ki – 1, for i ¼ 1;2; . . . ;n, a series of vectors can be computed by
(2.6) and the convergence series (2.7) provides the following approximations to the exact solution of (1.1):

v l ¼
Xl

i¼0

ui; l ¼ 1;2; . . . : ð2:8Þ

In this paper, our aim is to choose the convergence control parameter �h – 0 and appropriate aþ ib ¼ a 2 C, so that
qðGa;�hÞ < 1.
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