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a b s t r a c t

In this paper, we develop dwindling filter idea and trust region strategy for solving nonlin-
ear optimization. Compared with traditional filter trust region algorithm, the new filter
algorithm has more flexibility for the acceptance of the trial step and the feasibility
restoration phase is not needed. Under mild conditions, the global convergence of the
new algorithm is analyzed. Preliminary numerical results are reported.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Consider the following optimization problem with nonlinear equality constraint

min f ðxÞ; ð1:1aÞ
subject to cðxÞ ¼ 0; ð1:1bÞ

where f ðxÞ : Rn ! R1 and cðxÞ : Rn ! Rm with m < n are continuously differentiable.
Recently, Fletcher and Leyffer [6] presented filter methods for nonlinear programming (NLP), offering an alternative to

merit functions, as a tool to guarantee global convergence of algorithms for nonlinear programming. The underlying concept
is that trial points are accepted if they improve the objective function or improve the constraint violation. The practical
results reported for the filter trust region sequential quadratic programming (SQP) method in [6] were encouraging, and sub-
sequently global convergence results for related algorithms were established by Fletcher et al. [7,8]. Ulbrich [23] proved fast
local convergence by making modifications to the filter SQP method. Nie and Ma [14,15] discussed the trust region filter
method for general nonlinear programming. Su, Pu and Liu studied a nonmonotone filter trust region method [20] and a
modified filter trust region method [21]. Filter strategies are focused on because of promising numerical results [1–3,9–
11,13,19,22,24,25]. However, the filter methods following Fletcher and Leyffer’s rule for step acceptance need a feasibility
restoration phase, which may spend a large amount of computation. It is interesting for us to study the restoration-free filter
algorithms.

In this paper, we develop dwindling filter idea and trust region strategy for solving nonlinear optimization. Compared
with traditional filter trust region algorithm, the new algorithm has more flexibility for the acceptance of the trial step
and the feasibility restoration phase is not needed. Under mild conditions, the global convergence of the new algorithm is
analyzed. The paper is outlined as follows. In Section 2, we state the dwindling filter trust region algorithm; the global con-
vergence of the algorithm is proved in Section 3; finally, we report some numerical experiments in Section 4.
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Notation. k � k is the ordinary Euclidean norm in the paper. Let gðxÞ denote the gradient of the function f ðxÞ, AðxÞT denote
the Jacobian of the constraint cðxÞ.

2. A dwindling filter trust region algorithm

Following Dennis, El Alem and Maciel [4], Omojokun [17], we obtain the trial step sk ¼ st
k þ sn

k at the current iterate xk by
computing a quasi-normal step sn

k and a tangential step st
k. The purpose of the quasi-normal step sn

k is to improve feasibility. It
is obtained as approximate solution of the trust-region subproblem

min kck þ AT
k snk2

; s:t: ksnk 6 Dk; ð2:1Þ

where the Dk > 0 denotes the trust region radius. The requirements on the step sn
k are that there exist constants K1;K2 > 0,

such that sn
k admits the upper bound

ksn
kk 6 minfK1kckk;Dkg ð2:2Þ

and satisfies the decrease condition

kckk2 � kck þ AT
k sn

kk
2 P K2kckkminfkckk;Dkg: ð2:3Þ

Similar to [8], we replace our condition that ksn
kk 6 Dk with the stronger requirement that

ksn
kk 6 jDDk min 1;Dm

k

� �
ð2:4Þ

for some jD 2 ð0;1�; m 2 ð0;1Þ. We define a quadratic model

qkðsÞ ¼ fk þ gT
k sþ 1

2
sT Hks ð2:5Þ

of f ðxÞ about the current point xk, where Hk is a symmetric approximation of the Hessian of Lagrangian function

‘ðx; kÞ ¼ f ðxÞ þ kT cðxÞ:

Based on the model, the tangential step st
k is computed as approximate solution of the trust region subproblem

min qk sn
k þ st

� �
; s:t: AT

k st ¼ 0; kstk 6 Dk ð2:6Þ

satisfying the decrease condition

qk sn
k

� �
� qk sn

k þ st
k

� �
P K3 ZT

krqk sn
k

� ���� ���min ZT
krqk sn

k

� ���� ���;Dk

n o
ð2:7Þ

with a constant K3 > 0, where ZðxÞ denotes a matrix whose columns form a basis of the null space of AðxÞT . Assume that AðxÞ
has full column rank, then a QR decomposition can be performed, that is,

AðxÞ ¼ YðxÞ ZðxÞð Þ
RðxÞ

0

� �
;

where YðxÞ ZðxÞð Þ is an orthogonal matrix, RðxÞ is nonsingular upper triangular matrix of order m, and ZðxÞ 2 Rn�ðn�mÞ. The
column vectors of ZðxÞ form an orthonormal basis of the null space NðAðxÞTÞ and the column vectors of YðxÞ 2 Rn�m form an
orthonormal basis of the range space RðAðxÞÞ.

To evaluate the descent properties of the step for the objective function, we use the predicted reduction of f ðxÞ

predk ¼ qkð0Þ � qkðskÞ

and the actual reduction of f ðxÞ

aredk ¼ fk � f ðxk þ skÞ:

The first order necessary optimality conditions at a local solution x� of (1.1) can be written as

cðx�Þ ¼ 0; Zðx�ÞT gðx�Þ ¼ 0:

Definition 1. wðDÞ : ½0;þ1Þ ! R is a dwindling function if it is a monotonically increasing and continuous function such that

wðMÞ ¼ 0() M ¼ 0; ð2:8Þ
MP 1() wðDÞ ¼ 1; ð2:9Þ

lim
D!0

wðDÞ
D
¼ 0: ð2:10Þ
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