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a b s t r a c t

A new method used to prove the global convergence of the nonlinear conjugate gradient
methods, the spectral method, is presented in this paper, and it is applied to a new
conjugate gradient algorithm with sufficiently descent property. By analyzing the descent
property, several concrete forms of this algorithm are suggested. Under standard Wolfe line
searches, the global convergence of the new algorithm is proven for nonconvex functions.
Preliminary numerical results for a set of 720 unconstrained optimization test problems
verify the performance of the algorithm and show that the new algorithm is competitive
with CG_DESCENT algorithm.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction and main idea

The classical nonlinear conjugate gradient (NCG) method with line searches is as follows:

xkþ1 ¼ xk þ akdk ð1Þ

and

d0 ¼ �g0; dkþ1 ¼ �gkþ1 þ bkdk; 8k P 0 ð2Þ
where gk ¼ gðxkÞ ¼ rf ðxkÞ, which is a well-known method for the large-scale unconstrained optimization problem

minff ðxÞ : x 2 Rng:

To guarantee the global convergence properties of NCG methods, the fundamental assumptions about the objective func-
tion f ðxÞ are

H1. f is bounded below in Rn and continuously differentiable in a neighborhood N of the level set L ¼ fx : f ðxÞ 6 f ðx0Þg,
where x0 is the starting point of the iteration.

H2. The gradient of f is Lipschitz continuous in N , that is, there exists a constant L > 0 such that

krf ð�xÞ � rf ðxÞk 6 Lk�x� xk; 8�x; x 2 N :
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And the standard Wolfe line search strategy [20,21] usually is needed as follows:

f ðxk þ akdkÞ 6 f ðxkÞ þ c1akdT
kgk ð3Þ

and

dT
kgðxk þ akdkÞP c2dT

kgk ð4Þ

where 0 < c1 < c2 < 1. Of course other type line searches are also often used, such as the strong Wolfe line search, Goldstein
type line-search and Armijo-type line search and so on [8,13,24].

In addition, the descent property [1]

dT
kgk < 0; ð5Þ

or the sufficiently descent property [11]

dT
kgk 6 �c0kgkk

2 with c0 > 0 ð6Þ

is also a necessary condition for the global convergence. The Zoutendijk condition [25] is another important condition often
used to prove the global convergence of NCG methods, such as [5,8]. Under the condition that the level set L is bounded, the
Zoutendijk condition is utilized in [3,18,19,23,24].

Gilbert and Nocedal [11] introduced the so-called property (�) and proved the convergence of the modified PRP method
(PRP+). Later on, their results were generalized by Dai et al. [6]. The similar idea was also used in [7,9,12,22] to proved the
global convergence under the assumption that the level set L is bounded. These algorithms mentioned above focused on the
update for bk in (2) to guarantee that the corresponding algorithms converge globally.

In this paper, we reformulate the line search directions of NCG methods as follows:

d0 ¼ �g0; dk ¼ �Mkgk; 8k P 1 ð7Þ

where Mk is called the conjugate gradient iteration matrix. We develop new algorithms by selecting the suitable iteration
matrix Mk and prove the global convergence by estimating the eigenvalues of MT

kMk. So, this proof method is called the spec-
tral method.

In what follows, we introduce in the spectral condition theorem for an objective function satisfying H1 and H2, which
generalizes Theorem 4.1 in [15].

Theorem 1.1. Assume the objective function f ðxÞ satisfy H1 and H2. For a NCG method determined by (1) and (7) which satisfies
the sufficiently descent condition (6) and implements the standard Wolfe line searchs (3) and (4), ifX1

k¼1

ðKkÞ�1 ¼ þ1 ð8Þ

where Kk is the maximum eigenvalue of MT
kMk, then either gk ¼ 0 for some k P 1, or

lim inf
k!1

kgkk ¼ 0: ð9Þ

Moreover, if Kk 6
eK where eK is a positive constant, then

lim
k!1
kgkk ¼ 0: ð10Þ

Proof. Assume that gk – 0; 8k P 1 and lim infk!1kgkk– 0, then there exists c > 0 such that kgkk > c; 8k P 1, and the suf-
ficiently descent condition (6) implies that dk – 0; 8k P 1. It follows from (7) that

kdkk2 ¼ gT
kMT

kMkgk 6 Kkkgkk
2
: ð11Þ

Thus, according to (6) and the above inequality, it can be deduced that

cos2 hk ¼
ð�dT

kgkÞ
2

kdkk2kgkk
2 P c2

0
kgkk

2

kdkk2 P
c2

0

Kk

where hk is the angle between dk and �gk. Thus,X
kP1

kgkk
2 cos2 hk P c

X1
k¼1

c2
0

Kk
¼ 1;

which contradicts to the Zoutendijk’s condition (see also Theorem 2.1 in [11]),X
kP1

kgkk
2 cos2 hk ¼

X1
k¼1

ðgT
kdkÞ

2

kdkk2 <1: ð12Þ
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