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1. Introduction and main idea

The classical nonlinear conjugate gradient (NCG) method with line searches is as follows:
X1 = Xp + Oy (1)
and
do=-80, dis1 = —8por +Prde, Yk =0 2)
where g, = g(xx) = Vf(xx), which is a well-known method for the large-scale unconstrained optimization problem
min{f(x) : x € R"}.
To guarantee the global convergence properties of NCG methods, the fundamental assumptions about the objective func-

tion f(x) are

H1. fis bounded below in R" and continuously differentiable in a neighborhood N of the level set £ = {x: f(x) < f(x0)},
where X, is the starting point of the iteration.
H2. The gradient of f is Lipschitz continuous in A, that is, there exists a constant L > 0 such that

IVF() - V)| <LI% - x|, VRxeN.

* The work of the authors research is supported by the Natural Science Foundation of China Grant NSFC-61174080 and by the Seed Foundation of Tianjin
University.
* Corresponding author at: Department of Mathematics, Tianjin University, Tianjin 300072, PR China.
E-mail addresses: dyliu@tju.edu.cn (D. Liu), tjdxzlp@163.com (L. Zhang), ggxu@tju.edu.cn (G. Xu).

http://dx.doi.org/10.1016/j.amc.2013.12.094
0096-3003/© 2014 Elsevier Inc. All rights reserved.


http://crossmark.crossref.org/dialog/?doi=10.1016/j.amc.2013.12.094&domain=pdf
http://dx.doi.org/10.1016/j.amc.2013.12.094
mailto:dyliu@tju.edu.cn
mailto:tjdxzlp@163.com
mailto:gqxu@tju.edu.cn
http://dx.doi.org/10.1016/j.amc.2013.12.094
http://www.sciencedirect.com/science/journal/00963003
http://www.elsevier.com/locate/amc

340 D. Liu et al./Applied Mathematics and Computation 240 (2014) 339-347

And the standard Wolfe line search strategy [20,21] usually is needed as follows:
Fxe + owdy) < f(X) + crondi gy (3)

and
deg (X + oxddy) > codig, (4)

where 0 < ¢; < ¢ < 1. Of course other type line searches are also often used, such as the strong Wolfe line search, Goldstein
type line-search and Armijo-type line search and so on [8,13,24].
In addition, the descent property [1]

digy < 0, (5)
or the sufficiently descent property [11]
dig < —collgi|* with co > 0 (6)

is also a necessary condition for the global convergence. The Zoutendijk condition [25] is another important condition often
used to prove the global convergence of NCG methods, such as [5,8]. Under the condition that the level set £ is bounded, the
Zoutendijk condition is utilized in [3,18,19,23,24].

Gilbert and Nocedal [11] introduced the so-called property (x) and proved the convergence of the modified PRP method
(PRP+). Later on, their results were generalized by Dai et al. [6]. The similar idea was also used in [7,9,12,22] to proved the
global convergence under the assumption that the level set £ is bounded. These algorithms mentioned above focused on the
update for g, in (2) to guarantee that the corresponding algorithms converge globally.

In this paper, we reformulate the line search directions of NCG methods as follows:

do=—-8o, di=-Mg, Vk=>1 ™

where M; is called the conjugate gradient iteration matrix. We develop new algorithms by selecting the suitable iteration
matrix M, and prove the global convergence by estimating the eigenvalues of M} M,. So, this proof method is called the spec-
tral method.

In what follows, we introduce in the spectral condition theorem for an objective function satisfying H1 and H2, which
generalizes Theorem 4.1 in [15].

Theorem 1.1. Assume the objective function f(x) satisfy H1 and H2. For a NCG method determined by (1) and (7) which satisfies
the sufficiently descent condition (6) and implements the standard Wolfe line searchs (3) and (4), if
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k=1
where Ay is the maximum eigenvalue of M{Mk, then either g, = 0 for some k > 1, or

liminflg,|| = 0. 9)

Moreover, if A, < A where A is a positive constant, then
lim g/} = 0. (10)

Proof. Assume that g, # 0, Yk > 1 and liminf)_.||g.|| # O, then there exists y > 0 such that ||g;|| > 7y, Vk > 1, and the suf-
ficiently descent condition (6) implies that d, # 0, Vk > 1. It follows from (7) that

Idell* = giMMigye < Acllgill®. (11)
Thus, according to (6) and the above inequality, it can be deduced that

T 2
052 0 = (_dzkgk) S > [EAl A
el llgil® = " lldull® ~ Ax

where 0y is the angle between d; and —g,. Thus,

o0

C2
> llgill? cos? 0y > /ZA_O = 0,

k=1 k=

which contradicts to the Zoutendijk’s condition (see also Theorem 2.1 in [11]),

S ligil’? cos? 6, = Z(ﬁfu) = (12)

k=1 k=1
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