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a b s t r a c t

In this paper, we consider convergence properties of a second order Markov chain. Similar
to a column stochastic matrix being associated to a Markov chain, a transition probability
tensor P of order 3 and dimension n is associated to a second order Markov chain with n
states. For this P, define FP as FPðxÞ :¼ Px2 on the n� 1 dimensional standard simplex Dn.
If 1 is not an eigenvalue of rFP on Dn and P is irreducible, then there exists a unique fixed
point of FP on Dn. In particular, if every entry of P is greater than 1

2n, then 1 is not an eigen-
value of rFP on Dn . Under the latter condition, we further show that the second order
power method for finding the unique fixed point of FP on Dn is globally linearly convergent
and the corresponding second order Markov process is globally R-linearly convergent.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Markov chain serves as a fundamental tool for diverse applications [9,17,18]. As a generalization, higher order Markov
chain can be used to describe many phenomena in science and engineering, e.g., bioinformatics, genome, speech/text
recognition, please refer to [2,10] and references therein. Compared with the sophisticated development of Markov chain
based on stochastic matrices, research on higher order Markov chain based on transition probability tensors, is just
on the way [2,10,11,13]. Nevertheless, the recent progress in numerical multilinear algebra, especially in tensor
decomposition [6,7] and spectral theory of tensors [12,14], introduces many new tools for this topic.

An mth order n dimensional Markov chain is basically characterized by its associated nonnegative tensor P which is an
ðmþ 1Þth order n dimensional tensor with entries pij1 ...jm

for all i; j1; . . . ; jm ¼ 1; . . . ;n satisfying:

0 6 pij1 ...jm
¼ ProbðXt ¼ i j Xt�1 ¼ j1; . . . ;Xt�m ¼ jmÞ 6 1:

Here fXt; t ¼ 0;1; . . .g represents the stochastic process that takes on n states f1; . . . ;ng. Obviously,

Xn

i¼1

pij1 ...jm
¼ 1; ð1Þ

for any j1; . . . ; jm ¼ 1; . . . ;n.
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An ðmþ 1Þth order n dimensional nonnegative tensor P that satisfies (1) is called a transition probability tensor. In this
paper, we consider convergence properties of a second order Markov chain which is associated to a third order n dimensional
transition probability tensor P. Given such a tensor P, we specially consider the sequence of state distribution vectors gen-
erated by the second order Markov process: with two initial state distribution vectors xð0Þ; xð1Þ 2 Dn :¼ fx 2 Rn

þ j
Pn

i¼1xi ¼ 1g,
the sequence is generated as

xðsÞ :¼ Pxðs�1Þxðs�2Þ; 8s ¼ 2;3; . . . ; ð2Þ

where Pxðs�1Þxðs�2Þ is an n-vector whose ith element is

Xn

j;k¼1

pijkxðs�1Þ
j xðs�2Þ

k ;

for all i 2 f1; . . . ;ng. If the sequence fxðkÞg converges to x�, then we call x� the stationary probability distribution of the second
order Markov chain. Obviously, in this situation,

x� ¼ Px�x� ¼: Pðx�Þ2 ð3Þ

which is closely related to Z-eigenvalues of tensors introduced in [14].
For the convenience of the subsequent analysis, define a nonlinear map FP : Rn ! Rn associated to P as:

ðFPðxÞÞi ¼
Xn

j;k¼1

pijkxjxk; ð4Þ

for all i 2 f1; . . . ;ng and x 2 Rn, and denote by rFPðxÞ the Jacobian matrix of the map FP at x. Obviously,
Pn

i¼1ðFPðxÞÞi ¼ 1 for
all x 2 Dn. Essentially, stationary probability distribution of the second order Markov chain associated to P in (3), whenever it
exists, is a fixed point of FP on Dn.

Very recently, under mild conditions, some results like the uniqueness of x� in (3) and the linear convergence of the power
method for finding such a unique x� were established in [10,11]. Unlike its counterpart of m ¼ 1 [18], the convergence of the
original Markov process (2) could not be deduced directly from the convergence of the power method for finding x� in (3).
Hence, in this paper, we mainly consider this problem and give an answer.

We give a uniqueness property of the fixed point of FP on Dn by using fixed point index theory in Section 2. We establish
globally linear convergence of the second order power method for finding the unique fixed point in Section 3. Globally R-lin-
ear convergence of the second order Markov process (2) is proved in Section 4. Some intuitive numerical examples are given
in the last section.

2. The uniqueness property

In this section, we discuss the uniqueness of the fixed point of FP on Dn for a given transition probability tensor P, which is
parallel to the strong Perron–Frobenius theorem for primitive stochastic matrices [18]. In the first subsection, we give a gen-
eral result, and we discuss more on third order transition probability tensors in the second subsection.

2.1. General case

We give the general result for mth order n dimensional transition probability tensors. The following concept is useful: an
mth order n dimensional nonnegative tensor P is called reducible if there exists a nonempty proper index subset I � f1; . . . ;ng
such that

Pij1 ...jm�1
¼ 0; 8i 2 I; 8j1; . . . ; jm�1 R I: ð5Þ

If P is not reducible, then P is called irreducible [1]. Obviously, P is irreducible if it is a positive tensor. The concepts of relative
interior and relative boundary of a set are in the usual sense [16].

In the subsequent analysis, P is assumed to be an mth order n dimensional transition probability tensor. In order to
accomplish the proof, we first introduce briefly the concept of fixed point index, see [4] for a comprehensive discussion.
The theory established in [4] applies to general Banach spaces, while we present it in the finitely dimensional cases to match
our problem. Intuitive speaking, the theory of fixed point index is just a generalization of the degree theory: the degree the-
ory discusses the fixed points of a map in an open set; while, the theory of fixed point index discusses the fixed points of a
map in a relative open set. As our domain Dn here is relative open in Rn, we need the theory of fixed point index to carry out
the proof. Here is the analogue of fixed point index to degree theory.

Theorem 1. Suppose that U 2 Rn is a bounded relatively open subset with closure U and f : U ! Rn is continuous. If f has no fixed
points on the relative boundary @U of U, then there exists an integer function, denoted as Indðf ;UÞ, satisfying the following
properties:
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