
On HSS-based sequential two-stage method for non-Hermitian
saddle point problems q

Mu-Zheng Zhu a,b, Guo-Feng Zhang a,⇑, Zhong Zheng a, Zhao-Zheng Liang a

a School of Mathematics and Statistics, Lanzhou University, Lanzhou 730000, PR China
b School of Mathematics and Statistics, Hexi University, Zhangye 734000, PR China

a r t i c l e i n f o

Keywords:
Non-Hermitian saddle point problems
Hermitian and skew-Hermitian splitting
(HSS)
Two-stage method
Preconditioner
Convergence

a b s t r a c t

For large sparse saddle point problems with symmetric positive definite (1,1)-block, Li
et al. studied an efficient iterative method (see Li et al. (2011)) [25]. By making use of
the same preconditioning technique and a new matrix splitting based on the Hermitian
and skew-Hermitian splitting (HSS) of the (1,1)-block of the preconditioned non-Hermitian
saddle point systems, an efficient sequential two-stage method is proposed for solving the
non-Hermitian saddle point problems. Theoretical analysis shows the proposed iterative
method is convergent, and that the spectral radius of iterative matrix monotonically
decreases and tends to 0 as the iterative parameter a approaches infinity. Numerical exper-
iments arising from Naiver–Stokes problem are provided to show that the new iterative
method is feasible, effective and robust.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

A solution of large sparse non-Hermitian saddle point problems with the following form was considered:
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Here, A 2 Cn�n is a non-Hermitian matrix and its Hermitian part H ¼ 1
2 ðAþ A�Þ is positive definite, B 2 Cm�n is a matrix of full

rank, x; f 2 Cn; y; g 2 Cm, and m 6 n. These assumptions guarantee the existence and uniqueness of the solution of linear
systems (1.1); see [1,2,13,12,27].

Linear systems of the form (1.1) arises in a variety of scientific computing and engineering applications, including com-
putational fluid dynamics [13,19], constrained and weighted least squares optimization [26,28], image reconstruction and
registration [22,23,26], mixed finite element approximations of elliptic PDEs and Navier–Stokes problems [20,17,18] and
so on; see [3,5,12,13,15] and reference therein.

In recent years, there has been a surge of interest in linear systems of the form (1.1), and a large number of iterative meth-
ods have been proposed because of their preservation of sparsity and lower requirement for storage. For example, Uzawa-
type methods [16,14,31], preconditioned Krylov subspace iterative methods [13,18], Hermitian and skew-Hermitian
splitting (HSS) method and their accelerated variants [6,8,9,1,7,24,32], and restrictively preconditioned conjugate gradient

http://dx.doi.org/10.1016/j.amc.2014.06.083
0096-3003/� 2014 Elsevier Inc. All rights reserved.

q This work was supported by the National Natural Science Foundation of China (11271174) and the Research Foundation of the Higher Education
Institutions of Gansu Province, China (2014A-111).
⇑ Corresponding author.

E-mail addresses: zhumzh07@lzu.edu.cn (M.-Z. Zhu), gf_zhang@lzu.edu.cn (G.-F. Zhang).

Applied Mathematics and Computation 242 (2014) 907–916

Contents lists available at ScienceDirect

Applied Mathematics and Computation

journal homepage: www.elsevier .com/ locate/amc

http://crossmark.crossref.org/dialog/?doi=10.1016/j.amc.2014.06.083&domain=pdf
http://dx.doi.org/10.1016/j.amc.2014.06.083
mailto:zhumzh07@lzu.edu.cn
mailto:gf_zhang@lzu.edu.cn
http://dx.doi.org/10.1016/j.amc.2014.06.083
http://www.sciencedirect.com/science/journal/00963003
http://www.elsevier.com/locate/amc


methods [10,29]. We refer to some comprehensive surveys [5,13,12,4,21] and the references therein for algebraic properties
and solving methods for saddle point problems.

Recently, Li et al. proposed an efficient splitting iterative method for solving preconditioned saddle point problems with
the symmetric positive definite (1,1)-block [25]. Both theoretical results and numerical experiments have shown that this
method is efficient and robust. In this paper, we focus on the numerical solution to the non-Hermitian saddle point problems
and propose a new sequential two-stage method based on the HSS. Convergence properties are studied and numerical
results are given to confirm the theoretical result.

The remainder of this paper is organized as follows: in Section 2, the new splitting iterative method is described and some
of its convergence properties are studied. In Section 3, numerical experiments are provided to show the feasibility and effec-
tiveness of the new method. Finally, in Section 4 we end this paper with some conclusions.

2. New iterative method

In this section, a new sequential two-stage method is proposed for solving non-Hermitian saddle point linear systems. To
begin with, we introduce the preconditioning matrix presented in [30,25].

Let

PðaÞ ¼ In �B�ðBB�Þ�1
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where a is a positive constant.
By preconditioning the non-Hermitian saddle point problem (1.1) from the left with PðaÞ, the following preconditioned

linear system can be got:
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: ð2:1Þ

Here, A1 ¼ ðI � B�ðBB�Þ�1BÞAþ aB�B; A2 ¼ BB�; A3 ¼ BA� aðBB�ÞB; b1 ¼ f � B�ðBB�Þ�1Bf þ aB�g, and b2 ¼ Bf � aBB�g. Obvi-
ously, we know A1 is nonsingular from [30].

Thus the solution of the linear system (1.1) can be obtained by solving the following linear system of the form

A1x ¼ b1; ð2:2aÞ
A2y ¼ b2 � A3x; ð2:2bÞ

which can be solved by first computing x from (2.2a) and then computing y from (2.2b).
As the second linear systems (2.2b) is Hermitian positive definite (HPD), all solvers for HPD system can be applied

directly, such as Cholesky factorization or some other specialized solvers [10,25]. However, for the first linear system
(2.2a), generally, the coefficient matrix A1 is large and non-Hermitian, direct computations are very costly and impractical
in actual implementations. Next we will concentrate on the iterative solution of this linear system and present a new matrix
splitting of A1, which can be expressed as the following form:

A1 ¼ ðH þ SÞ þ aB�B� B�ðBB�Þ�1BA ¼ ðH þ aB�BÞ � ðB�ðBB�Þ�1BA� SÞ :¼ M � N;

where M ¼ ðH þ aB�BÞ is a Hermitian positive matrix, H and S are the Hermitian and skew-Hermitian parts of the matrix A in
saddle point problems (1.1), respectively. Then we can obtain the following iterative scheme for solving the systems (2.2a):

Mxðkþ1Þ ¼ NxðkÞ þ b1: ð2:3Þ

By summarizing the above discussions, the new sequential two-stage method for solving the linear systems (2.1) is
described below.

Algorithm 2.1. Let A 2 Cn�n be a non-Hermitian matrix and its Hermitian part H ¼ 1
2 ðAþ A�Þ is positive definite,

B 2 Cm�n is a matrix of full rank. Firstly compute A2 ¼ BB�;M ¼ H þ aB�B; N ¼ B�ðBB�Þ�1BA� S; A3 ¼ BA� aðBB�ÞB;
b1 ¼ f � B�ðBB�Þ�1Bf þ aB�g and b2 ¼ Bf � aBB�g, then the numerical solution of the linear system (1.1) can be obtained
by sequentially performing the following two stages:

Stage I. Given an initial guess xð0Þ 2 Cn and positive parameter a, for k ¼ 0;1;2; . . . until the iterative sequence fxðkÞg is con-
vergent, compute

Mxðkþ1Þ ¼ NxðkÞ þ b1: ð2:4Þ

Stage II. Using the approximate solution of the component x obtained in Stage I, the solution of the component y can be
obtained by solving the following linear system:

A2y ¼ b2 � A3x: ð2:5Þ
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