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#### Abstract

Integral means are important class of bivariate means. In this paper we prove the very general algorithm for calculation of coefficients in asymptotic expansion of integral mean. It is based on explicit solving the equation of the form $B(A(x))=C(x)$, where asymptotic expansions of $B$ and $C$ are known. The results are illustrated by calculation of some important integral means connected with gamma function.
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## 1. Introduction

Let $I \subset \mathbb{R}$ be an interval and let $f$ be a strictly monotone continuous function on $I$ and $s, t \in I, s<t$. Then there exists the unique $\vartheta \in[s, t]$ for which

$$
\frac{1}{t-s} \int_{s}^{t} f(u) \mathrm{d} u=f(\vartheta)
$$

$\vartheta$ is called integral f-mean of $s$ and $t$, and is denoted by

$$
\begin{equation*}
I_{f}(s, t)=f^{-1}\left(\frac{1}{t-s} \int_{s}^{t} f(u) \mathrm{d} u\right) \tag{1.1}
\end{equation*}
$$

see [1,2] for details.
Many classical means can be interpreted as integral means, for suitably chosen function $f$. For example,

$$
\begin{aligned}
& f(x)=x, \quad I_{x}(s, t)=\frac{s+t}{2}=A(s, t), \\
& f(x)=\log x, \quad I_{\log x}(s, t)=\frac{1}{e}\left(\frac{t^{t}}{s^{s}}\right)^{\frac{1}{t-s}}=I(s, t), \\
& f(x)=\frac{1}{x}, \quad I_{1 / x}(s, t)=\frac{s-t}{\log s-\log t}=L(s, t), \\
& f(x)=\frac{1}{x^{2}}, \quad I_{1 / x^{2}}(s, t)=\sqrt{s t}=G(s, t), \\
& f(x)=x^{r}, \quad r \neq 0,-1 \quad I_{x^{r}}(s, t)=\left(\frac{t^{r+1}-s^{r+1}}{(r+1)(t-s)}\right)^{\frac{1}{r}}=L_{r}(s, t),
\end{aligned}
$$

[^0]where $A, I, L, G$, and $L_{r}$ are arithmetic, identric, logarithmic, geometric and generalized logarithmic mean.
Although integral means are defined as functions of $x, s$ and $t$, it turns out that the easier notation will be obtained if we introduce the following two variables:
$$
\alpha=\frac{t+s}{2}, \quad \beta=\frac{t-s}{2} .
$$

Then $t=\alpha+\beta$ and $s=\alpha-\beta$. All asymptotic expansions will be given in terms of $\alpha$ and $\beta$.
In recent papers $[9,10]$ asymptotic expansions of many bivariate means are found, using the explicit formulas for observed means. The coefficients of asymptotic expansions are very useful in analysis of considered means. Here is a short table. General form of the expansion for a mean $M(s, t)$ is:

$$
M(x+s, x+t) \sim x+\alpha+\sum_{n=2}^{\infty} c_{n} x^{-n+1}
$$

and the first few coefficients are

| Mean | $c_{2}$ | $c_{3}$ | $c_{4}$ |
| :--- | :--- | :--- | :--- |
| A | 0 | 0 | 0 |
| I | $-\frac{1}{6} \beta^{2}$ | $\frac{1}{6} \alpha \beta^{2}$ | $-\frac{1}{360} \beta^{2}\left(60 \alpha^{2}+13 \beta^{2}\right)$ |
| L | $-\frac{1}{3} \beta^{2}$ | $\frac{1}{3} \alpha \beta^{2}$ | $-\frac{1}{45} \beta^{2}\left(15 \alpha^{2}+4 \beta^{2}\right)$ |
| G | $-\frac{1}{2} \beta^{2}$ | $\frac{1}{2} \alpha \beta^{2}$ | $-\frac{1}{8} \beta^{2}\left(4 \alpha^{2}+\beta^{2}\right)$ |
| $L_{r}$ | $\frac{1}{6}(r-1) \beta^{2}$ | $-\frac{1}{6}(r-1) \alpha \beta^{2}$ | $\frac{1}{360}(r-1) \beta^{2}\left(\left(-2 r^{2}-5 r+13\right) \beta^{2}+60 \alpha^{2}\right)$ |

In the paper [7] the connection between differential and integral $f$-mean of a function $f$ was analyzed and results were applied to digamma function. Among others, it was proved that

$$
\psi\left(\frac{t-s}{\log t-\log s}\right) \leqslant \frac{1}{t-s} \int_{s}^{t} \psi(u) \mathrm{d} u
$$

i.e.,

$$
L(s, t) \leqslant I_{\psi}(s, t)
$$

Here, $\psi$ denotes digamma function. As a consequence it follows that the function $x \mapsto I_{\psi}(x+s, x+t)-x$ is increasing and concave function and

$$
I_{\psi}(x+s, x+t)-x \rightarrow A(s, t), \quad \text { as } x \rightarrow \infty
$$

This equation was essential in the proving the improvement of the lower bound in the second Gautschi-Kershaw inequalities, see [8, Theorem 4] for details:

$$
\exp \left[\psi\left(x+I_{\psi}(s, t)\right)\right]<\left(\frac{\Gamma(x+t)}{\Gamma(x+s)}\right)^{\frac{1}{t-s}}<\exp [\psi(x+A(s, t))]
$$

In a recent paper [5] a complete asymptotic expansion of the function $G$ in the formula

$$
\begin{equation*}
\left(\frac{\Gamma(x+t)}{\Gamma(x+s)}\right)^{\frac{1}{t-s}}=\exp [\psi(G(x))] \tag{1.2}
\end{equation*}
$$

was found. The first few terms are

$$
\begin{equation*}
G(x) \sim c_{0}+\frac{c_{1}}{x}+\frac{c_{2}}{x^{2}}+\frac{c_{3}}{x^{3}}+\frac{c_{4}}{x^{4}}+\cdots, \tag{1.3}
\end{equation*}
$$

where

$$
\begin{align*}
& c_{0}=1 \\
& c_{1}=\alpha \\
& c_{2}=-\frac{\beta^{2}}{6}  \tag{1.4}\\
& c_{3}=\frac{1}{12} \beta^{2}(2 \alpha-1) \\
& c_{4}=-\frac{1}{360} \beta^{2}\left[60 \alpha^{2}-60 \alpha+13 \beta^{2}+5\right]
\end{align*}
$$

It is easy to see that the form (1.2) is equivalent to

$$
G(x)=I_{\psi}(x+s, x+t)
$$
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