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1. Introduction

In the last decade, new iterative methods containing parameters for a numerical solving of nonlinear equations have been
developed by many authors. The role of these parameters play, for example, a damped parameter in Newton type methods
[1-6], interpolation nodes in inverse polynomial interpolation methods [7,8]. They can be controlled not only by the conver-
gence order, but also by the convergence behavior. One of the advantages of such methods is that they give two-sided
approximations of the solutions which allow one to control the error at each iteration step [8,3,6]. In this paper we will con-
sider a combination of the damped Newton’s method and the simplified Newton method.

The paper is organized as follows. In Section 2 we formulate new iteration schemes for solving nonlinear equations. In
Section 3 we show that the proposed iterations give two-sided approximation of the solution. In Section 4 we prove that
the convergence order of these iterations is at least 2. Depending on the suitable choices of parameters, the convergence or-
der may be increased from 2 to 4. Some numerical examples illustrating the theoretical results are given in Section 5.

2. Statement of the problem

Leta,be R, a<b, f:[a,b] — R and consider the following nonlinear equation
fx)=0. (1)

Assume that f(x) € C*[a, b], f'(x) # 0, x € [a,b] and Eq. (1) has a unique root x* € [a, b]. For a numerical solution of Eq. (1)
we propose the following iterations

_ f(x2n) _
Xont+1 = Xon _Tnf,(xzn)a n= 0717--~7 (2&)
Xon+2 = Xont1 — wnf(XZnH ) (Zb)
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Here 7, > 0 and w, are the iteration parameters to be determined properly. It should be mentioned that the first iteration

(2a) is a continuous analogy of Newton’s method (or damped Newton’s method), while the second one (2b) is a simple iter-
ation. In [6] it is shown that the iterations (2a) and (2b) with

1

Wy =5—— 3

" f/(XZnH) ( )

have a two-sided approximation behavior, and it proved the convergence rate of these iterations is 4 when 7, — 1asn — oc.

On the other hand, the iterations (2a) and (2b) can be considered as simple iterations

Xon1 = p(X2”)7 Xon2 = q(X2n+1 )7 n= Oa 17 sy (4)
for two equations
x—p(X):O, X—q(x):O, (5)
which are equivalent to the above Eq. (1) and with functions
f&x)
X)=X—T7—, X) =x— of(x). 6
p(x) ) q(x) f (x) (6)

3. The convergence of the proposed iterations

Suppose that [6]

"(x X 4
f/()zf(x) <M, {()2 \a(x)<§, X € [a, b, (7)
(f'(x)) (fx))
where M, = maXye(q|f”(X)|- Then it is easy to show that the function p(x) satisfies
0<p(Xm) <1, n=0,1,..., (8)
under condition
1 X
ne (04 2g ) an =Ml L0 )
— G (f'(%2n))

A sufficient condition for g(x) to be decreasing is
onf' (Xoni1) >1, n=0,1,... (10)

It should be noted that the conditions (8) and (10) were used first in [7,8] for bilateral approximations of Aitken-Steffen-
sen-Hermite type methods.
Using Taylor expansion of f(x,,.2) at point X,,,1, and (2b), we obtain

?Eii:i; =1— ouf (X2n11) +@f(x2n+l)wgv (11)

where éZn = 0x2n+2 + (] - 0)X2n+17 0¢e (O 1)

Lemma 1. Suppose that
f"(&an)f (Xani1) <0, n=0,1 (12)
and the inequality (10) holds. Then

fXans2) B
Tom <0 m=01... )

Proof. If to take (12) and (10) into account, then from formula (11) we get

f&ﬁ3<1—wquﬂ<o. (14)

The Lemma is proved. O

Analogously, using Taylor expansion of f(x,,,1) at point x,,, and (2a) we obtain

f(x2ﬂ+1):1 - T, +f”(’12n) f(in) 2 n=0,1,..., (15)

F(Xan) 2 (frxpm))? "



Download English Version:

https://daneshyari.com/en/article/4627887

Download Persian Version:

https://daneshyari.com/article/4627887

Daneshyari.com


https://daneshyari.com/en/article/4627887
https://daneshyari.com/article/4627887
https://daneshyari.com

