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a b s t r a c t

This paper treats a class of double optimal stopping problems arising in the pricing of inte-
gral options. Under certain conditions, we give an explicit form of the double stopping time
for such type of optimal stopping problems. The present results are essentially derived by
solving a certain nonlinear bilevel programming problem explicitly.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Optimal stopping problems arising in the pricing of integral options have been treated by Kramkov and Mordecki [13]
within infinite horizon. Recently, Dai and Zhong [5] have also examined a similar type of optimal stopping problems but
in a finite horizon. It must be stressed that the papers [5,13] deal mainly with optimal stopping problems with one stopping
time [16]. In this paper, we consider a class of double optimal stopping problems which extends and complements those
treated in [5,13]. Under certain conditions, we give an explicit form of the double stopping time for such type of optimal
stopping problems. The present results are essentially derived by solving a certain nonlinear bilevel programming problem
explicitly. As far as we know, this is the first time the bilevel programming approach is extended to double optimal stopping
problems. For an excellent exposition on bilevel programming, see for instance [1,2,4,7,18] and references given therein.

In the next section, we shall now consider a double optimal stopping problem arising naturally in the class of optimal
stopping problems treated in [5,13]. The original motivation of the present problem is a class of double optimal stopping
problems extensively treated in [11,12,17] and earlier by Haggstrom [9]. However, we note that the present double optimal
stopping problem has not been treated elsewhere and our method of approach is also new.

2. Statement of the double optimal stopping problem

Let QðtÞ ¼ ðXðtÞ;YðtÞÞ be a two-dimensional degenerate process defined on a probability space ðX;F ;PÞ starting at ðx; yÞ,
given by

dXðtÞ ¼ lXðtÞdt þ bXðtÞdBðtÞ; Xð0Þ ¼ x;

dYðtÞ ¼ XðtÞdt; Yð0Þ ¼ y; ð2:1Þ

where b > 0; l 2 R are fixed constants and BðtÞ is a standard one-dimensional Brownian motion.
Let S denote the set of all stopping times with respect to the filtration FQ generated by the process Q, and let

X ¼ fðs;rÞ : s < r for s;r 2 Sg.
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In this paper, we consider the following double optimal stopping problem. Find explicit forms for the stopping times s�
and r�, if they exist, such that

Ex;y Xðr�Þ
Yðs�Þ

� �
¼ sup
ðs;rÞ2X

Ex;y XðrÞ
YðsÞ

� �
; ð2:2Þ

where the supremum is taken over the set of all admissible stopping times X ;Ex;y denotes the expectation with respect to the
law Px;y of the process Q starting at ðx; yÞ.

It is worth noting that in the particular case of one stopping rule a similar type of optimal stopping problem is treated in
[14]. The result therein is essentially derived by reducing the original optimal stopping problem to a problem of solving a
multiplicative programming problem. It is shown here that this kind of reduction can also be extended to the double optimal
stopping problem (2.2), where a bilevel programming approach (see [1,2,4,7,18] and etc.) now plays an important role. This
is the essence of the next section.

3. Explicit solution to a bilevel programming problem

In this section, using the Beibel–Lerche transformation (see [3,14]), we shall consider a certain nonlinear bilevel program-
ming problem (3.2) and (3.3). The resolution of this bilevel programming problem leads to an explicit form of the double
optimal stopping time ðs�;r�Þ for the problem (2.2).

Let D0 ¼ fðx; yÞjx > 0; y > 0g be a fixed unbounded domain. Consider the following second order partial differential
equation

1
2

b2x2Uxxðx; yÞ þ lxUxðx; yÞ þ xUyðx; yÞ ¼ 0 on D1 ð3:1Þ

associated with the double optimal stopping problem (2.2), where D1 � D0 and is sought for.
Let Ukðx; yÞ 2 C2ðD0Þ (k ¼ 1;2) be strictly positive solutions of Eq. (3.1). Now consider the following nonlinear bilevel pro-

gramming problem:

min
x;y

x
y

U1ðx; yÞ
; ð3:2Þ

where x
y solves

max
x
y

x
y

U2ðx; yÞ
ð3:3Þ

subject to ðx; yÞ 2 D0.
Throughout the paper, we shall let W1ðxÞ be a positive, concave, strictly increasing function and W2ðzÞ be a positive, con-

vex, strictly increasing function satisfying

1
2

b2x2W001ðxÞ þ lxW01ðxÞ ¼ x ð3:4Þ

and
1
2

b2z2W002ðzÞ þ ðlz� z2ÞW02ðzÞ ¼ 0 ð3:5Þ

for all x; z 2 ð0;1Þ.
In the next result, we shall give explicit forms for the bilevel programming problem (3.2) and (3.3) under certain restric-

tions. The result plays a key role in Section 4 which contains the main result of this paper. The proof of the result follows
using the first-order necessary conditions of optimality [15].

Theorem 3.1. If U1ðx; yÞ ¼ W1ðxÞ � y and U2ðx; yÞ ¼ W2 z ¼ x
y

� �
for x; y 2 D0, where W1 and W2 satisfy (3.4) and (3.5),

respectively. Then,

(a) y ¼ xW01ðxÞ minimizes problem (3.2), provided that W1ðhkÞ � 2hkW
0
1ðhkÞ ¼ 0 holds for positive constants h1; h2 such that

0 < h1 < h2,
(b) y ¼ x

z�
maximizes problem (3.3), where z� is a unique positive root of the equation

W2ðz�Þ � z�W
0
2ðz�Þ ¼ 0: ð3:6Þ

Remark 3.1. It follows from the above result that

min
x;y

x
y

U1ðx; yÞ
¼ 1

W1ðxÞW01ðxÞ � x½W01ðxÞ�
2
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