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a b s t r a c t

Gauss–Markov processes restricted from below by special reflecting boundaries are consid-
ered and the transition probability density functions are determined. Furthermore, the
first-passage time density through a time-dependent threshold is studied by using analyt-
ical, numerical and asymptotic methods. The restricted Gauss–Markov processes are then
used to construct inhomogeneous leaky integrate-and-fire stochastic models for single
neurons activity in the presence of a reversal hyperpolarization potential and time-varying
input signals.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Diffusion and Gauss–Markov processes have been increasingly used as approximations to the description of the evolution
of systems such as natural populations, queues and neuronal systems (see, for instance, [2,6,7,9,10,24,26]). In particular, in
studies of population dynamics, with immigration effects, and in queueing systems, the number of individuals or customers
is bound to take non negative values, so that a reflection condition at zero must thus be imposed. Instead, in neuronal mod-
eling the membrane potential evolution can be described by focusing the attention on stochastic processes confined by a
reflecting boundary that can be looked at as the neuronal reversal hyperpolarization potential.

In the previous types of instances, first-passage time densities are to be invoked to describe events such as the extinction
of populations and the emptying of queues (corresponding to the attainment of close-to-zero sizes) and neuronal firings, that
originate when a suitable threshold value is reached by the modeled time-course of the membrane potential. However, usu-
ally the knowledge of the free transition probability density function (pdf) is not sufficient to determine the transition pdf in
the presence of preassigned reflecting time-dependent boundaries. Such densities are actually known only in few special
cases, such as the Wiener process, whose transition pdf in the presence of a reflecting constant boundary is obtained by
the method of images (cf., for instance, [5]). In [14] time non-homogeneous diffusion processes, confined by a time depen-
dent reflecting boundary have been investigated, to obtain a system of integral equations concerning the transition pdf in the
presence of the reflecting boundary.

In the present paper, closed form solutions for the transition pdf will be derived for Gauss–Markov processes restricted by
particular time dependent reflecting boundaries. Furthermore, the first-passage time (FPT) problem through time-dependent
thresholds will be analyzed and a non-singular second-kind Volterra integral equation for the FPT pdf will be obtained. A
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number of closed form results will be explicitly stated in view of their potential applications to various fields including neu-
ronal modeling.

In particular, in Section 2 a Gauss–Markov process restricted from below by a special reflecting boundary is considered
and the transition probability density function, the conditional mean and the second order conditional moment are deter-
mined. For such a process, in Section 3 the first-passage time to a time-dependent threshold is studied by using analytical,
numerical and asymptotic methods. Furthermore, in Section 4 inhomogeneous leaky integrate-and-fire (LIF) stochastic mod-
els for single neurons activity in the presence of a reversal hyperpolarization potential and time-varying input signals are
considered.

2. Restricted Gauss–Markov processes

Let mðtÞ;h1ðtÞ;h2ðtÞ be C1ðTÞ-class functions (with T continuous parameter set), such that h2ðtÞ – 0 and rðtÞ ¼ h1ðtÞ=h2ðtÞ is
a non-negative and monotonically increasing function. Denoting by fWðtÞ; t P 0g a standard Wiener process, then

YðtÞ ¼ mðtÞ þ h2ðtÞW½rðtÞ� ð1Þ

is a non-singular Gauss–Markov process with mean mðtÞ and covariance cðs; tÞ ¼ h1ðsÞh2ðtÞ for s 6 t. The free transition pdf
fY ðx; tjy; sÞ of YðtÞ is a normal density having mean and variance (cf. [8,22]):

Mðtjy; sÞ ¼ E½YðtÞjYðsÞ ¼ y� ¼ mðtÞ þ h2ðtÞ
h2ðsÞ

½y�mðsÞ�; ð2Þ

VðtjsÞ ¼ Var½YðtÞjYðsÞ ¼ y� ¼ h2ðtÞ h1ðtÞ �
h2ðtÞ
h2ðsÞ

h1ðsÞ
� �

for t; s 2 T and s < t.
We now construct a new stochastic process fXðtÞ; t 2 Tg, defined in ½mðtÞ;þ1Þ, obtained by considering fYðtÞ; t 2 Tg in the

presence of a reflecting lower boundary mðtÞ 2 C1ðTÞ. For t > s, the sample paths of XðtÞ are confined in ½mðtÞ;þ1Þ. The tran-
sition pdf fXðx; tjy; sÞ in the presence of the reflecting boundary mðtÞ can be obtained as the solution of the Fokker–Planck
equation

@fXðx; tjy; sÞ
@t

¼ � @

@x
½A1ðx; tÞ f Xðx; tjy; sÞ� þ

A2ðtÞ
2

@2fXðx; tjy; sÞ
@x2 ½x > mðtÞ; y > mðsÞ�; ð3Þ

with the delta initial condition

lim
t#s

f Xðx; tjy; sÞ ¼ dðx� yÞ ð4Þ

and the additional requirement that a reflecting condition is imposed on the boundary mðtÞ, i.e.,

lim
x#mðtÞ

A1ðx; tÞfXðx; tjy; sÞ �
A2ðtÞ

2
@fXðx; tjy; sÞ

@x

� �
� m0ðtÞ f X ½mðtÞ; tjy; s� ¼ 0: ð5Þ

The functions A1ðx; tÞ and A2ðtÞ in (3) are the infinitesimal moments of the process YðtÞ, given by

A1ðx; tÞ ¼ m0ðtÞ þ ½x�mðtÞ� h02ðtÞ
h2ðtÞ

; A2ðtÞ ¼ h2
2ðtÞ r0ðtÞ; ð6Þ

the prime denoting the derivative with respect to the argument. Since mðtÞ is a reflecting boundary, the total probability mass
of XðtÞ is conserved in ½mðtÞ;þ1Þ, i.e.,Z þ1

mðtÞ
fXðx; tjy; sÞ dx ¼ 1 ½y P mðsÞ�: ð7Þ

By choosing the boundary mðtÞ in a suitable way, it is possible to determine fXðx; tjy; sÞ in closed form as the following prop-
osition shows.

Proposition 2.1. Let fYðtÞ; t 2 Tg be a non singular Gauss–Markov process having mean mðtÞ and covariance cðs; tÞ ¼ h1ðsÞh2ðtÞ
for s 6 t. Then, the transition pdf of the stochastic process fXðtÞ; t 2 Tg, obtained by considering YðtÞ in presence of the reflecting
boundary

mðtÞ ¼ mðtÞ þ Ah1ðtÞ þ Bh2ðtÞ ðA; B 2 R; t 2 TÞ; ð8Þ

is:

fXðx; tjy; sÞ ¼ fY ðx; tjy; sÞ �
@

@x
exp � 2A

h2ðtÞ
½x� mðtÞ�

� �
FY ½2mðtÞ � x; tjy; s�

� �
½x P mðtÞ; y P mðsÞ�; ð9Þ
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