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a b s t r a c t

In this paper, an improved method is derived for the delay-dependent stability problem of
neural networks with discrete and distributed time-varying delays. An improved Lyapunov
functional is constructed by introducing the newly delay-partitioning method and consid-
ering the sufficient information of neuron activation functions. By using the relationship
between each subinterval and time-varying delay sufficiently, a new delay-dependent sta-
bility criterion has been obtained to reduce the conservatism. Two numerical examples are
finally given to show the merits of the derived conditions.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

Recently, neural networks (NNs) have been successfully applied in various fields including pattern recognition, control,
associative memories, chemical processes. Meanwhile, since time delays are inevitably encountered in NNs which is usually
a main source of oscillation and instability, the stability of delayed NNs become an important issue. There exist many inter-
esting stability results for delayed NNs, including delay-independent [1–3], and delay-dependent [4–45]. The delay-indepen-
dent stability conditions are usually more conservative than delay-dependent conditions due to they include less
information concerning the time delays, especially for the time delays are relatively small. Since the Lyapunov–Krasovskii
functional (LKF) approach can reduce the conservatism effectively, so choice an suitable LKF is important for obtaining less
conservative stability results. Thus, many new improved methods, such as free-weighting matrix [5–7], augmented LKF [8,9],
delay-slope-dependent method [10] have been developed to reduce the conservatism in recent years. Obviously, by using
the identical LKFs, it is hard to reduce the conservatism. Therefore, delay-partitioning method which divides delay interval
into some subintervals is developed to reduce the conservatism effectively [12–20]. In [12–14], the delay-partition number
has been chosen as two. For example, by utilizing different free-weighting matrices in each delay subintervals, a new stabil-
ity criterion is proposed in [12] for NNs with time-varying delays. In [15–20], a generalized delay-partitioning method for
delayed neural networks were proposed to reduce the conservatism effectively. For example, in [15], a new stability result
for delayed Hopfield NNs was proposed by decomposing the delay interval into some subintervals with the same size. Very
recently, a new delay-decomposing approach to delay-dependent stability for delayed NNs is introduced in [19] by consid-
ering independent upper bounds of the delay derivative in each subinterval. By use of delay-decomposing approach and
reciprocally convex technique, some improved stability criteria for NNs with time-varying delays have been developed in
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[20]. However, these results have common shortcomings. On the one hand, the relationship between time-varying delay and
each subinterval is completely neglected. On the other hand, some important information concerning with neuron activation
functions are not adequately considered. Thus, this motivate our further investigation.

In our paper, for any integer m P 1, define h ¼ d
m ; qðtÞ ¼ dðtÞ

m , then the delay interval ½0; d� is decomposed into m segments,
i.e., ½0; d� ¼ [m

i¼1½ði� 1Þh; ih� and qðtÞ satisfies 0 6 qðtÞ 6 h. But different from some existing methods [19,20], for each subin-
terval ½ðk� 1Þh; kh�; k ¼ 1;2; � � � ;m, we use two different delay-partitioning methods to consider the relationship between
time-varying delay and each subinterval sufficiently. Firstly, we introduced an variable ðk� 1Þhþ qðtÞ and it is easy to obtain
ðk� 1Þhþ qðtÞ 2 ½ðk� 1Þh; kh�, then each subinterval ½ðk� 1Þh; kh�; k ¼ 1;2; . . . ;m is decomposed into 2 segments, i.e.,
½ðk� 1Þh; kh� ¼ ½ðk� 1Þh; ðk� 1Þhþ qðtÞ� [ ½ðk� 1Þhþ qðtÞ; kh�. Secondly, for any t P 0, there exist an integer
k 2 1;2; . . . ;mf g, such that dðtÞ 2 ½ðk� 1Þh; kh�, then each subinterval ½ðk� 1Þh; kh�; k ¼ 1;2; . . . ;m is decomposed into an-
other 2 segments, i.e., ½ðk� 1Þh; kh� ¼ ½ðk� 1Þh; dðtÞ� [ ½dðtÞ; kh�. Therefore, when handling with _VðztÞ, the subinterval
½ðk� 1Þh; kh� is not only decomposed into two segments, i.e., ½ðk� 1Þh; ðk� 1Þhþ qðtÞ�, ½ðk� 1Þhþ qðtÞ; kh�, but also decom-
posed into another two segments, i.e., ½ðk� 1Þh; dðtÞ�; ½dðtÞ; kh�. So the relationship between time-varying delay dðtÞ and each
subinterval ½ðk� 1Þh; kh�; k ¼ 1;2; . . . ;m is further considered, which may lead to less conservative results. An augmented LKF
is introduced by considering the information of activation functions sufficiently. Then, inspired by reciprocally convex ap-
proach [47], a less conservative result guaranteeing the asymptotically stable of delayed NNs is obtained. Two numerical
examples are finally included to show the merits of the proposed results.

Notation: Throughout this paper, Rn denotes the n-dimensional Euclidean space, Rm�n denotes the set of m� n real ma-
trix. diagð� � �Þ denotes the block diagonal matrix. Xij denotes the element in row i and column j of matrix X. � denotes the
elements below the main diagonal of asymmetric matrix.

2. Problem statement and preliminaries

Consider the following recurrent delayed NNs:

_xðtÞ ¼ �CxðtÞ þW0gðxðtÞÞ þW1gðxðt � dðtÞÞÞ þ D
Z t

t�sðtÞ
gðxðsÞÞdsþ b; ð1Þ

where xðtÞ ¼ ½x1ðtÞ; x2ðtÞ; . . . ; xnðtÞ�T 2 Rn is the neuron state vector. gðxð�ÞÞ ¼ ½g1ðx1ð�ÞÞ; g2ðx2ð�ÞÞ; . . . ; gnðxnð�ÞÞ�T 2 Rn denotes
the neuron activation function. W0 2 Rn�n is the interconnection weight matrix and W1; D 2 Rn�n are the delayed intercon-

nection weight matrices. C ¼ diagðC1;C2; . . . ;CnÞ satisfies with Ci > 0; i ¼ 1;2; . . . ;n. b ¼ ðb1; b2; . . . ; bnÞT 2 Rn is a constant in-

put vector. dðtÞ; sðtÞ are time-varying delays satisfying 0 6 dðtÞ 6 d; _dðtÞ 6 l;0 6 sðtÞ 6 s, where d; s and l are constants.
Furthermore, neuron activation functions gjð�Þ; j ¼ 1;2; . . . ;n satisfy

k�j 6
gjðxÞ � gjðyÞ

x� y
6 kþj ; 8x; y 2 R; x – y; j ¼ 1;2; . . . ;n; ð2Þ

where k�j ; k
þ
j ; j ¼ 1;2; . . . ;n are constants.

x� ¼ ½x�1; x�2; . . . ; x�n�
T is the equilibrium point of (1). By the transformation zð�Þ ¼ xð�Þ � x�, we obtain

_zðtÞ ¼ �CzðtÞ þW0f ðzðtÞÞ þW1f ðzðt � dðtÞÞÞ þ D
Z t

t�sðtÞ
f ðzðsÞÞds; ð3Þ

where zðtÞ ¼ ½z1ðtÞ; z2ðtÞ; . . . ; znðtÞ�T , f ðzðÞÞ ¼ ½f1ðz1ðÞÞ; f2ðz2ðÞÞ; . . . ; fnðznðÞÞ�T and fjðzjð�ÞÞ ¼ gjðzjð�Þ þ x�j Þ � gjðx�j Þ; j ¼ 1;2; . . . ;n. By
(2), we obtain

k�j 6
fjðzjðtÞÞ

zjðtÞ
6 kþj f jð0Þ ¼ 0; j ¼ 1;2; . . . ;n: ð4Þ

Under above assumption, for positive diagonal matrix Q, we have

zTðtÞ�KQ �KzðtÞ � f TðzðtÞÞQ f ðzðtÞÞP 0; ð5Þ

where �K ¼ diagðk1; k2; . . . ; knÞ; kj ¼ maxðjk�j j; jk
þ
j jÞ.

Lemma 1 [21]. For system (3), the following inequalities are correct:

0 6
Z ziðtÞ

0
ðkþi s� fiðsÞÞds 6 ðkþi ziðtÞ � fiðziðtÞÞÞziðtÞ: ð6Þ

Lemma 2 [46]. For any symmetric positive matrix Q 2 Rn�n, scalars h > 0, then we obtain

�h
Z t

t�h
xTðsÞQxðsÞds 6 �

Z t

t�h
xTðsÞdsQ

Z t

t�h
xðsÞds: ð7Þ
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