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a b s t r a c t

This paper applies the part-metric method to study some types of higher-order symmetric
difference equations with several different exponential parameters. These difference equa-
tions are proved to have unique equilibria and some useful inequalities regarding the dif-
ference equation functions are formulated. By use of the part-metric and a result given by
Kruse and Nesemann (1999) [8], some sufficient conditions on the parameters are given to
guarantee the global asymptotic stability of the equilibria. Furthermore, by the part-metric
defined on matrices, this approach is also applicable to show the global asymptotic stabil-
ity of some cyclic discrete dynamic systems. The results of this paper are considered a big
improvement over many existing results found in the literature.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

The investigation of difference equations and discrete dynamic systems, which usually describe the evolution of certain
phenomena over the course of time, undergoes a very long history. Although some difference equations and systems can be
solved (see, e.g. [24–26] and the references therein), it is known that we cannot explicitly solve all them. In recent years,
there has been an increasing interest in studying discrete dynamic systems which are not derived from differential equa-
tions. Especially, studying properties of rational difference equations has been an area of intense interest. In the literature,
the semi-cycle analysis, transformation method, part-metric method are three main approaches often used to investigate the
behavior of solutions to some type of symmetric difference equations and discrete dynamic systems. The semi-cycle analysis
method is very effective in studying difference equations with lower orders and become extremely hard to deal with equa-
tions with higher orders.

In [4] did the authors employ a transformation, a better method than the semi-cycle analysis due to its effectiveness in
dealing with higher-order equations and systems, to prove that all positive solutions to the difference equation

yn ¼
yn�k þ yn�l

1þ yn�kyn�l
; n 2 N0; ð1Þ

where 1 6 k < l, converge to the unique positive equilibrium �y ¼ 1, while in [5] they improved this result to the difference
equation

yn ¼
yn�k þ yn�l þ yn�m þ yn�kyn�lyn�m

1þ yn�kyn�l þ yn�kyn�m þ yn�myn�l
; n 2 N0; ð2Þ
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where 1 6 k < l < m, avoiding semi-cycle analysis often appearing in the literature. Note that, in 2007, Li applied the semi-
cycle analysis method, which is usually effective for lower-order difference equations and is not essential in studying equa-
tions of arbitrary orders, to study a special case of Eq. (2) with k ¼ 1; l ¼ 2; m ¼ 4 in [9] and another particular case
k ¼ 2; l ¼ 3; m ¼ 4 in [10], respectively. Furthermore, in [2] Berg and Stević shown that the semi-cycle analysis is unneces-
sarily complicated and they also presented several simple methods which can describe it in more elegant ways, as well as in
more general settings.

By modifying the methods and ideas appearing in [4,5], the authors of [14] proved that positive solutions to the following
generalized difference equations

yn ¼
yr

n�k þ yr
n�l

1þ yr
n�kyr

n�l

; n 2 N0 ð3Þ

and

yn ¼
yr

n�kyr
n�ly

r
n�m þ yr

n�k þ yr
n�l þ yr

n�m

yr
n�kyr

n�l þ yr
n�kyr

n�m þ yr
n�ly

r
n�m þ 1

; n 2 N0; ð4Þ

where 1 6 k < l < m and r 2 ð0;1�, converge to the unique equilibrium.

Definition 1.1. Define the following symmetric functions, see equations (6)–(9) in [23]:

P2m
2m�1ðx1; x2; . . . ; x2mÞ ¼

X2m�1

i¼1
i odd

X
ft1 ;t2 ;...;tig�S2m

t1<t2<���<ti

xt1 xt2 . . . xti
; ð5Þ

P2m
2mðx1; x2; . . . ; x2mÞ ¼ 1þ

X2m

i¼2
i even

X
ft1 ;t2 ;...;tig�S2m

t1<t2<���<ti

xt1 xt2 . . . xti
; ð6Þ

P2mþ1
2mþ1ðx1; x2; . . . ; x2mþ1Þ ¼

X2mþ1

i¼1
i odd

X
ft1 ;t2 ;...;tig�S2mþ1

t1<t2<���<ti

xt1 xt2 . . . xti
; ð7Þ

P2mþ1
2m ðx1; x2; . . . ; x2mþ1Þ ¼ 1þ

X2m

i¼2
i even

X
ft1 ;t2 ;...;tig�S2mþ1

t1<t2<���<ti

xt1 xt2 . . . xti
; ð8Þ

where m 2 N; S2m ¼ f1;2; . . . ;2mg, and S2mþ1 ¼ f1;2; . . . ;2mþ 1g.
By the transformation method, Stević [23] confirmed the Conjecture 4.1 posed in [14] by proving that positive solutions to

the following difference equations

yn ¼
P2m

2m�1 yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2m

� �
P2m

2m yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2m

� � ; n 2 N0; ð9Þ

and

yn ¼
P2mþ1

2mþ1 yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2mþ1

� �
P2mþ1

2m yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2mþ1

� � ; n 2 N0; ð10Þ

where r 2 ð0;1�;m 2 N;1 6 k1 < k2 < � � � < k2m < k2mþ1, converge to the unique positive equilibrium �y ¼ 1. Shortly after this
work, the authors of [11] used a new approach called ‘‘frame sequences’’ method, which is inspired by [15], to give another
different proof to similar results to Eq. (10) and the following difference equation

yn ¼
P2mþ1

2m yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2mþ1

� �
P2mþ1

2mþ1 yr
n�k1

; yr
n�k2

; . . . ; yr
n�k2mþ1

� � ; n 2 N0; ð11Þ

where r 2 ð0;1�;m 2 N;1 6 k1 < k2 < � � � < k2m < k2mþ1, which is the inverse of Eq. (10).

Remark 1.1. Note that for m ¼ 1 we have that P2
1ðx1; x2Þ ¼ x1 þ x2; P2

2ðx1; x2Þ ¼ x1x2 þ 1; P3
3ðx1; x2; x3Þ ¼ x1x2x3 þ x1 þ x2 þ x3

and P3
2ðx1; x2; x3Þ ¼ x1x2 þ x1x3 þ x2x3 þ 1, thus in this case Eqs. (9) and (10) are reduced to Eqs. (3) and (4),respectively.

This paper aims to adapt part-metric to investigate difference equations of the form:

vn ¼ fpðvn�k1
;vn�k2

; . . . ;vn�kp
Þ; n 2 N0; ð12Þ

vn ¼ ef pðvn�k1
;vn�k2

; . . . ;vn�kp
Þ; n 2 N0; ð13Þ
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