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a b s t r a c t

In this paper we consider the two step method for approximately solving the ill-posed
operator equation FðxÞ ¼ f ; where F : DðFÞ# X ! X; is a nonlinear monotone operator
defined on a real Hilbert space X; in the setting of Hilbert scales. We derive the error esti-
mates by selecting the regularization parameter a according to the adaptive method con-
sidered by Pereverzev and Schock in (2005), when the available data is f d with kf � f dk 6 d.
The error estimate obtained in the setting of Hilbert scales fXrgr2R generated by a densely
defined, linear, unbounded, strictly positive self adjoint operator L : DðLÞ � X ! X is of opti-
mal order.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

This paper is devoted to the study of nonlinear ill-posed operator equation

FðxÞ ¼ f ; ð1:1Þ

where F : DðFÞ � X ! X is a nonlinear monotone operator. Here, DðFÞ is the domain of F and X is a real Hilbert space with
corresponding inner product h�; �i and norm k � k. Recall that ([19,20]) F is a monotone operator if it satisfies the relation

hFðxÞ � FðyÞ; x� yiP 0; 8x; y 2 DðFÞ:

Throughout we assume that f 2 RðFÞ, the range of F, so that (1.1) has a solution x̂, but due to the nonlinearity of F this solution
need not be unique. Therefore we consider an x0-minimal norm solution (x0-MNS) of (1.1). Recall that (see, [1,11,18]) a solu-
tion x̂ 2 DðFÞ of (1.1) is called an x0-MNS of (1.1), if Fðx̂Þ ¼ f and kx̂� x0k ¼ minfkx� x0k : FðxÞ ¼ f ; x 2 DðFÞg.

Throughout this paper we assume the existence of an x0-MNS, x̂ for exact data f, i.e.,

Fðx̂Þ ¼ f

and the element x0 is assumed to be known. Further we assume that f d 2 X are the available noisy data with kf � f dk 6 d.
Different methods have been considered by various authers for approximately solving nonlinear ill-posed operator equa-

tions, for example see, [1,3,4,19,20], etc. and the references therein.
Recently, in [8] George and Pareth considered a two-step method defined iterartively as;

yd
n;a ¼ xd

n;a � Raðx0Þ�1½Fðxd
n;aÞ � f d þ aðxd

n;a � x0Þ� ð1:2Þ

and
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xd
nþ1;a ¼ yd

n;a � Raðx0Þ�1½Fðyd
n;aÞ � f d þ aðyd

n;a � x0Þ�; ð1:3Þ

where xd
0;a :¼ x0;Raðx0Þ ¼ F 0ðx0Þ þ aI and F 0ðx0Þ is the Fr�echet derivative of F at x0 for approximately solving (1.1).

In this paper we consider, the Hilbert scales variant of (1.2) and (1.3) for obtaining better convergence rates.
The paper is organized as: In Section 2, we give the preliminaries. The proposed method, the error bounds and parameter

choice, the adaptive scheme and stopping rule are given in Section 3. Finally we conclude the paper in Section 4.

2. Preliminaries

Let L : DðLÞ � X ! X be a densely defined unbounded self adjoint strictly positive operator. We consider a Hilbert scales
fXrgr2R (see, [2,9,10,13–15]) induced by L, i.e., Xr is the completion of D :¼ \1k¼0DðLkÞ with respect to the Hilbert space norm

kxkr ¼ kL
rxk; r 2 R:

Throughout this paper we will be using the following assumptions.

Assumption 2.1. There exist constants a P 0;0 < m 6 M <1 such that

mkhk�a 6 kF
0ðx0Þhk 6 Mkhk�a; h 2 X:

Note that the above assumption is weaker than the Assumption 3(a) in [10]. Let

As ¼ L�
s
2F 0ðx0ÞL�

s
2;

f ðmÞ ¼ minfmm;Mmg and gðmÞ ¼ maxfmm;Mmg; m 2 R; jmj 6 1.
The following proposition is important for proving the results in this paper.

Proposition 2.2 (See [5, Proposition 3.1]). For s P 0 and jmj 6 1,

f
m
2

� �
kxk�m

2ðsþaÞ 6 kA
m=2
s xk 6 g

m
2

� �
kxk�m

2ðsþaÞ; x 2 X:

Using the above proposition, we prove the following Lemma, which is used extensively to prove the results of this paper.

Lemma 2.3. Let Assumption 2.1 hold. Then for all h 2 X,

kðF 0ðx0Þ þ aLsÞ�1F 0ðx0Þhk 6 wðsÞkhk; where wðsÞ ¼
g s

2ðsþaÞ

� �
f s

2ðsþaÞ

� � :

Proof. Note that,

kðF 0ðx0Þ þ aLsÞ�1F 0ðx0Þhk ¼ kL
�s
2 ðAs þ aIÞ�1AsL

s
2hk 6 1

f s
2ðsþaÞ

� � A
s

2ðsþaÞ
s ðAs þ aIÞ�1AsL

s
2h

��� ���
6

1

f s
2ðsþaÞ

� � kðAs þ aIÞ�1Ask A
s

2ðsþaÞ
s L

s
2h

��� ��� 6 wðsÞkhk:

The last step follows from the spectral properties of the self adjoint operator As; s > 0. h

3. Newton Lavrentiev method in Hilbert scales

In this section we consider the Hilbert scales variant of the method (1.2) and (1.3). Define

yd
n;a;s ¼ xd

n;a;s � ðF
0ðx0Þ þ aLsÞ�1½Fðxd

n;a;sÞ � f d þ aLsðxd
n;a;s � x0Þ� ð3:4Þ

and

xd
nþ1;a;s ¼ yd

n;a;s � ðF
0ðx0Þ þ aLsÞ�1½Fðyd

n;a;sÞ � f d þ aLsðyd
n;a;s � x0Þ�; ð3:5Þ

where xd
0;a;s :¼ x0, is the initial approximation for the solution x̂ of (1.1). We will be selecting the regularization parameter

a ¼ ai from some finite set

DN ¼ fai : 0 < a0 < a1 < a2 < � � � < aNg;

using the adaptive method considered by Perverzev and Schock in [16].
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