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a b s t r a c t

In this paper, the dynamics of the Chebyshev–Halley family is studied on quadratic poly- 
nomials. A singular set, that we call cat set, appears in the parameter space associated to 
the family. This set has interesting similar ities with the Mandelbrot set. The parameter 
space has allowed us to find different elements of the fa mily which have bad convergence 
properties, since periodic orbits and attractive strange fixed points appear in the dynamical 
plane of the corresponding method. 

� 2013 Elsevier Inc. All rights reserved. 

1. Introduction 

The application of iterative methods for solving nonlinear equation s f ðzÞ ¼ 0, with f : C! C, gives rise to rational func- 
tions whose dynamics are not well-known . The simplest model is obtained when f ðzÞ is a quadratic polynomial and the iter- 
ative process is Newton’s method. The study of the dynamics of Newton’s method has been extended to other point-to-p oint 
iterative methods used for solving nonlinear equations, with converge nce order up to three (see, for example [1,2] and, more 
recently, [3,4]).

The most of the well-known point-to-p oint cubically convergent methods belong to the one-parame ter family, called 
Chebyshev–Halley family, 

znþ1 ¼ zn � 1þ 1
2

Lf znð Þ
1� aLf znð Þ

� �
f znð Þ
f 0 znð Þ

; ð1Þ

where

Lf zð Þ ¼ f zð Þf 00 zð Þ
f 0 zð Þð Þ2

ð2Þ

and a is a complex parameter. This family includes Chebyshev’s method for a = 0, Halley’s scheme for a ¼ 1
2, super-Hal ley’s 

method for a = 1 and Newton’s method when a tends to �1. As far as we know, this family was already studied by Werner in 
1981 (see [5]), and can also be found in [6,7]. Moreover, a geometrical construction of this family is studied in [8]. It is inter- 
esting to note that any iterative process given by the expression: 

znþ1 ¼ zn � H Lf znð Þ
� �

; ð3Þ

where function H satisfies Hð0Þ ¼ 0; H0ð0Þ ¼ 1
2 and jH00ð0Þj <1, generates iterative methods of order three (see [9]).
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The family of Chebyshev–Halley has been widely analyzed under different points of view. For example, in [10–12], the 
authors studied the condition s under which the global and semilocal converge nce of this family in Banach spaces hold. 
The semilocal converge nce of this family in the complex plane is also presente d in [13].

Many authors have introduced different variants of this family, in order to increase its applicability and its order of con- 
vergence. For instance, Osada in [14] showed a variant able to find the multiple roots of analytic functions and a procedure to 
obtain simultaneously all the roots of a polynomial. On the other hand, in [15–17] the authors got multipoint variants of the 
mentioned family with sixth order of converge nce. Another trend of research about this family have been to avoid the use of 
second derivatives (see [18–20]) or to design secant-type variants (see [21]).

From the numerical point of view, the dynamical behavior of the rational function associated with an iterative method 
give us important information about its stability and reliability . In these terms, Varona in [22] described the dynamical 
behavior of several well-known iterative methods . More recently, in [3,23–30], the authors study the dynamics of different 
iterative families. 

The fixed point operator correspond ing to the family of Chebyshev–Halley described in (1) is:

G zð Þ ¼ z� 1þ 1
2

Lf zð Þ
1� aLf zð Þ

� �
f zð Þ
f 0 zð Þ : ð4Þ

In this work, we study the dynamics of this operator when it is applied to quadratic polynomi als. It is known that the roots of 
a polynomial can be transformed by an affine map with no qualitativ e changes on the dynamics of family (1) (see [31]). So, 
we can use the quadratic polynomial p zð Þ ¼ z2 þ c. For pðzÞ, the operator (4) corresponds to the rational function: 

Gp zð Þ ¼ z4 �3þ 2að Þ þ 6cz2 þ c2 1� 2að Þ
4z z2 �2þ að Þ þ acð Þ ; ð5Þ

depending on the parameters aand c.
Blanchard, in [32], by considering the conjugacy map 

h zð Þ ¼ z� i
ffiffiffi
c
p

zþ i
ffiffiffi
c
p ; ð6Þ

with the following properties: 

ðiÞ h 1ð Þ ¼ 1; ðiiÞ h i
ffiffiffi
c
p� �

¼ 0; ðiiiÞ h �i
ffiffiffi
c
p� �

¼ 1;

proved that, for quadratic polynomials, the Newton’s operator is always conjugate to the rational map z2. In an analogou s
way, it is easy to prove, by using the same conjugacy map, that the operator Gp zð Þ is conjugated to the operator OpðzÞ

Op zð Þ ¼ h � Gp � h�1
� �

zð Þ ¼ z3 z� 2 a� 1ð Þ
1� 2 a� 1ð Þz : ð7Þ

We observe that the parameter c has been obviated in OpðzÞ.
In this work, we study the general convergence of methods (1) for quadratic polynomials. To be more precise (see

[33,34]), a given method is generally converge nt if the scheme converges to a root for almost every starting point and for 
almost every polynomi al of a given degree. 

Now, we are going to recall some dynamical concepts of complex dynamics (see [35]) that we use in this work. Given a
rational function R : Ĉ! Ĉ, where Ĉ is the Riemann sphere, the orbit of a point z0 2 Ĉ is defined as: 

fz0;R z0ð Þ;R2 z0ð Þ; . . . ;Rn z0ð Þ; . . .g:

We are interested in the study of the asymptotic behavior of the orbits depending on the initial condition z0, that is, we are 
going to analyze the phase plane of the map R defined by the different iterative methods . To obtain these phase spaces, we 
classify the starting points from the asymptoti c behavior of their orbits. 

A z0 2 Ĉ is called a fixed point if R z0ð Þ ¼ z0. A periodic point z0 of period p > 1 is a point such that Rp z0ð Þ ¼ z0 and Rk z0ð Þ – z0,
for k < p. A pre-periodic point is a point z0 that is not periodic but there exists a k > 0 such that Rk z0ð Þ is periodic. A critical
point z0 is a point where the derivative of the rational function vanishes , R0 z0ð Þ ¼ 0. A fixed point z0 is called attractor if
jR0ðz0Þj < 1, superattractor if jR0ðz0Þj ¼ 0, repulsor if jR0ðz0Þj > 1 and parabolic if jR0ðz0Þj ¼ 1.

The basin of attraction of an attractor a is defined as the set of pre-images of any order: 

A að Þ ¼ fz0 2 Ĉ : Rn z0ð Þ ! a; n!1g :

The Fatou set of the rational function R;F Rð Þ, is the set of points z 2 Ĉ whose orbits tend to an attractor (fixed point, periodic 
orbit or infinity). Its complement in Ĉ is the Julia set, J Rð Þ; therefore, the Julia set includes all repelling fixed points, periodic 
orbits and their pre-images. That means that the basin of attraction of any fixed point belongs to the Fatou set and the 
boundaries of these basins of attraction belong to the Julia set. 

The invariant Julia set for Newton’s method on quadratic polynomials is the unit circle S1 and the Fatou set is defined by 
the two basins of attraction of the superattract or fixed points: 0 and 1. Nevertheless, the Julia set for Chebyshev’s method 
applied to quadratic polynomials is more complicated than for Newton’s method and it has been studied in [36]. These meth- 
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