
Complex dynamics of derivative-free methods for nonlinear
equations q

Francisco Chicharro a, Alicia Cordero a, José M. Gutiérrez b, Juan R. Torregrosa a,⇑
a Instituto de Matemática Multidisciplinar, Universidad Politécnica de Valencia, Spain
b Departamento de Matemáticas y Computación, Universidad de la Rioja, Logroño, Spain

a r t i c l e i n f o

Keywords:
Nonlinear equation
Iterative method
Derivative-free method
Complex dynamics
Parameters plane
Fixed point
Critical point
Immersed basin of attraction

a b s t r a c t

The dynamical behavior of two iterative derivative-free schemes, Steffensen and M4 meth-
ods, is studied in case of quadratic and cubic polynomials. The parameter plane is analyzed
for both procedures on quadratic polynomials. Different dynamical planes are showed
when the mentioned methods are applied on particular cubic polynomials with real or
complex coefficients. The property of immersion of the basins of attraction in all cases is
analyzed.

� 2013 Elsevier Inc. All rights reserved.

1. Introduction

The application of iterative methods for solving nonlinear equations f ðzÞ ¼ 0, with f : C! C, gives rise to rational func-
tions whose dynamics are not well-known. There is an extensive literature on the study of iteration of rational mappings of a
complex variable (see, for example, [1,2]). The simplest model is obtained when f ðzÞ is a quadratic polynomial and the iter-
ative process is Newton’s method. The dynamics of this iterative scheme has been widely studied (see, for instance, [2–4]).

The analysis of the dynamics of Newton’s method has been extended to other point-to-point iterative methods, used for
solving nonlinear equations with convergence higher than two (see, for example, [5–9]).

Most of the iterative methods analyzed from the dynamical point of view are schemes with derivatives in their iterative
expressions. Unlike Newton’s methods, the derivative-free scheme of Steffensen has been less studied. We can find some
dynamical comments on this method in [5,10].

The efficiency index I performs a way to classify the iterative methods. This index is introduced by Ostrowski in [11] as
I ¼ c1=d, where c is the convergence order of the method, and d the number of functional evaluations per iteration. Kung and
Traub conjectured in [12] that c 6 2d�1. If the upper bound is reached, the method is considered optimal.

In this paper, we analyze the dynamics of two derivative-free iterative procedures, optimal in the sense of Kung–Traub’s
conjecture, of order two and four.

As it is well-known, if we replace the derivative of Newton’s iterative expression by the progressive finite difference, we
obtain Steffensen’s method (see [13]), whose iterative expression is

znþ1 ¼ zn �
f 2ðznÞ

f ðvnÞ � f ðznÞ
; n ¼ 1;2; . . . ; ð1Þ
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where vn ¼ zn þ f ðznÞ. As in Newton’s method, Steffensen’s one has quadratic convergence and the same efficiency index.
From Kung–Traub’s conjecture, Steffensen’s method is optimal.

The fixed point operator of Steffensen’s method on a polynomial pðzÞ is

SpðzÞ ¼ z� p2ðzÞ
pðvÞ � pðzÞ ; ð2Þ

where v ¼ zþ pðzÞ.
A common guideline used to improve the local order of convergence is the composition of two iterative methods, as

shown in [13]. This technique obtains iterative schemes or order c1 � c2, where c1 and c2 are the convergence order of the
involved methods. The method M4 (see [14]) is obtained by composing Newton’s and Steffensen’s methods and using the
Pade’s approximant of degree one in order to avoid the last evaluation of the derivative. The iterative scheme is

yn ¼ zn �
f 2ðznÞ

f ðvnÞ � f ðznÞ
;

znþ1 ¼ yn �
f ðynÞf ½zn;vn�

f ½zn; yn�f ½yn; vn�
; n ¼ 1;2; . . . ;

ð3Þ

where f ½x; y� ¼ f ðyÞ�f ðxÞ
y�x is the divided difference of order one.

This method is fourth-order convergent and it is optimal from the point of view of the Kung–Traub’s conjecture.
The fixed point operator of M4 on pðzÞ is

MpðzÞ ¼ y� pðyÞp½z;v �
p½z; y�p½y;v � ; ð4Þ

where v ¼ zþ pðzÞ and y ¼ z� f 2ðzÞ
f ðvÞ�f ðzÞ.

In order to study the dynamical behavior of an iterative method when is applied to a polynomial pðzÞ, it is necessary to
recall some basic dynamical concepts. For a more extensive and comprehensive review of these concepts, see [15,16].

Let R : bC ! bC be a rational function, where bC is the Riemann sphere. The orbit of a point z0 2 bC is defined as

z0;Rðz0Þ; . . . ;Rnðz0Þ; . . .
� �

:

The dynamical behavior of the orbit of a point on the complex plane can be classified depending on its asymptotic behav-
ior. In this way, a point z0 2 C is a fixed point of R if Rðz0Þ ¼ z0. A fixed point is attracting, repelling or neutral if jR0ðz0Þj is less
than, greater than or equal to 1, respectively. Moreover, if jR0ðz0Þj ¼ 0, the fixed point is superattracting. The value of the
derivative of the rational function at z0; jR0ðz0Þj, is called multiplier of this fixed point.

Let z�f be an attracting fixed point of the rational function R. The basin of attraction of an attracting fixed point Aðz�f Þ is
defined as the set of pre-images of any order such that

Aðz�f Þ ¼ z0 2 bC : Rnðz0Þ ! z�f ;n!1
n o

:

The set of points whose orbits tends to an attracting fixed point z�f is defined as the Fatou set, FðRÞ. The complementary
set, the Julia set J ðRÞ, is the closure of the set consisting of its repelling fixed points, and establishes the borders between the
basins of attraction.

It is possible to find the fixed and critical points from the fixed point operator associated to each method, OpðzÞ on a poly-
nomial pðzÞ. The fixed points zf verify

OpðzÞ ¼ z; ð5Þ

and the critical points zc validate

O0pðzÞ ¼ 0: ð6Þ

The attracting fixed points z�f are the points zf such that

jO0pðzf Þj < 1: ð7Þ

If jO0pðzf Þj ¼ 0, the fixed point is superattracting.
Mayer and Schleicher define in [17] the immediate basin of attraction of a superattracting fixed point z�f , A#, as the con-

nected component of the basin containing z�f . It is well-known if z�f is an superattracting fixed point, the immediate basin of
attraction A# contains at least a critical point.

In order to study the affine conjugacy classes of the iterative methods, the following relevant result must be mentioned.

Theorem 1 (Scaling Theorem for Newton’s method, [2]). Let gðzÞ be an analytic function, and let AðzÞ ¼ azþ b, with a – 0, be
an affine map. Let hðzÞ ¼ kðg � AÞðzÞ, with k – 0. Let OpðzÞ be the fixed point operator of Newton’s method. Then,
A � Oh � A�1ðzÞ ¼ OgðzÞ, i.e., Og and Oh affine conjugated by A.
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