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Keywords: This paper presents two families of higher-order iterative methods for solving multiple
Nonlinear equations roots of nonlinear equations. One is of order three and the other is of order four. The pre-
Iterative method sented iterative families all require two evaluations of the function and one evaluation of
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its first derivative, thus the latter is of optimal order. The third-order family contains sev-
eral iterative methods known already. And, different from the optimal fourth-order meth-
ods for multiple roots known already, the presented fourth-order family use the modified
Newton’s method as its first step. Local convergence analyses and some special cases of the
presented families are given. We also carry out some numerical examples to show their
performance.
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1. Introduction

One of the most important and challenging problems in scientific and engineering computations is to find the solutions to
a nonlinear equation f(x) = 0. This paper concerns iterative methods for finding the multiple root x* of a nonlinear equation
f(x) = 0 with multiplicity m, i.e., f®(x*) =0, i=0,1,---,m — 1, and f™ (x*) # 0.

The modified Newton’s method, given by Schroder [1], is one of the most used iterative methods known to converge qua-
dratically for multiple roots and defined by
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To improve the convergence of iterative methods for multiple roots, recently, some researchers have developed some iter-

ative methods with high order of convergence [2-12]. All these methods require the knowledge of the multiplicity m.
For example, Dong has developed two third-order methods [3] as follows
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and
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Another third-order method, due to Victory and Neta [4], is defined by
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All the methods mentioned above require three function evaluations, two-function and one-derivative evaluation, per
iteration. Thus, according to the famous Traub’s conjecture of optimal order for the method without memory [13], the opti-
mal convergence order of them should be four, instead of three. Recently, more and more optimal fourth-order iterative
methods are presented [10-12]. Different from the third-order methods above, most of these fourth-order methods require
one evaluation of f and two evaluations of f.

In [10], Sharma and Sharma present a variant of Jarratt method for multiple roots, which has fourth-order convergence
and can be written as:
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In [11], Li et al. present six fourth-order methods with closed formulae for multiple roots of nonlinear equations. Among
them, the following two methods are more efficient, since they only require one-function and two-derivative evaluation per
iteration.
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Very recently, we construct a more general iteration scheme for multiple roots, which is defined by [12]
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where the function Q(-) € C*(R). We show that the convergence order of the family (8) is at least four, when the following
equations hold:
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