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a b s t r a c t

TOPSIS is a multi-attribute decision making (MADM) technique for ranking and selection of
a number of externally determined alternatives through distance measures. When the col-
lected data for each criterion is interval and the risk attitude for a decision maker is
unknown, we present a new TOPSIS method for normalizing the collected data and ranking
the alternatives. The results show that the decision maker with different risk attitude ranks
the different alternatives.

� 2011 Elsevier Inc. All rights reserved.

1. Introduction

Technique for order performance by similarity to ideal solution (TOPSIS), initially presented by Hwang and Yoon [4], and
Lai et al. [7], is a multi-attribute or multi-criteria decision making (MADM/MCDM) [1,4,20] to identify solutions from a finite
set of alternatives based on minimum distance from an ideal point and maximum distance from a negative ideal point. Shih
[10] exploited incremental analysis to overcome the drawbacks of ratio scales in various MCDM techniques. Shih et al. [11]
proposed that the advantages of TOPSIS are represents the rationale of human choice; accounts for both the best and worst
alternatives; the performance measures of all alternatives on attributes. In recent years, TOPSIS has been successfully applied
to the areas of transportation [14], product design [8], and supply chain management [12]. However, uncertain data may be
not precisely determined since human judgments are often vague under insufficient information. Therefore, fuzzy values or
interval values are usually collected in measuring of the relative importance of criteria and the performance of each
alternative on TOPSIS model. For example, Yang and Hung [18] used fuzzy TOPSIS to solve a plant layout design problem,
Jahanshaloo et al. [5,6] presented the TOPSIS model for interval data and proposed another method for ranking the score
of each alternative. However, there are two major drawbacks for TOPSIS method. The first drawback is the operation of nor-
malized decision matrix in which the normalized scale for each criterion is usually derived a narrow gap among the per-
formed measures. That is, a narrow gap in the TOPSIS method is not good for ranking and cannot reflect the true
dominance of alternatives. Another drawback is that we never considered the risk assessment for a decision maker in the
TOPSIS method. According to risk propensity, it has been commonly observed that decision makers differ in that willingness
to overestimate the probability of a gain or a loss, the risk attitudes for a decision maker is usually categorized as risk-seek-
ing, risk-neutral, and risk-averse. Without considering risk propensity, the subjective propensity associated with different
decision maker preference cannot be determined. In order to cope with these two drawbacks, we summarize the aims of
our study as follows:

(1) A new normalized method is proposed as that we can derive a wider gap among the performed measures.
(2) The effect of the risk attitude is considered in the TOPSIS method.
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The paper is organized as follows. Section 2, the TOPSIS method is introduced. In Section 3, in the proposed TOPSIS
method, a new normalized method for each criterion with interval value and the risk perception for decision makers are con-
sidered. Also, an example for the proposed method is illustrated in Section 4. Finally, we state our conclusions in Section 5.

2. The TOPSIS model

TOPSIS method is a technique for order preference by similarity to ideal solution that maximizes the benefit criteria/attri-
butes and minimizes the cost criteria/attributes, whereas the negative ideal solution maximizes the cost criteria/attributes
and minimizes the benefit criteria/attributes. The best alternative is the one, which is closest to the ideal solution and far-
thest from the negative ideal solution. Suppose a MCDM problem has n alternatives, A1,A2, . . . ,An, and m decision criteria/
attributes, C1,C2, . . . ,Cm. Each alternative is evaluated with respect to the m criteria/attributes. Each value assigned to each
alternative with respect to each criterion form a decision matrix denoted by X = (xij)n�m as below:

X ¼
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: ð1Þ

Let W = (w1,w2, . . . ,wm) be the relative weight vector about the criteria, satisfying
Pm

j¼1wj ¼ 1. Then the procedure of TOPSIS
can be expressed in a series of steps:

Step 1. Calculate the normalized decision matrix. Some normalized methods for TOPSIS are summarized by Shih et al. [11].
For simplify, a vector normalization method is introduced whose normalized value nij is calculated as:

nij ¼
xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
k¼1x2

kj

q ; i ¼ 1;2; . . . ;n; j ¼ 1;2; . . . ;m: ð2Þ

Step 2. Calculate the weighted normalized decision matrix V = (vij)n�m:

v ij ¼ wjnij; i ¼ 1;2; . . . ;n; j ¼ 1;2; . . . ;m; ð3Þ

where wj is the relative weight of the jth criterion/attribute, and
Pm

j¼1wj ¼ 1.
Step 3. Determine the positive ideal A+ and negative ideal solution A� as below:

Aþ ¼ vþ1 ;vþ2 ; . . . ;vþm
� �

¼ max
i

v ijjj 2 Xb

� �
; min

i
v ijjj 2 Xc

� �� �
; ð4Þ

A� ¼ v�1 ;v
�
2 ; . . . ;v�m

� �
¼ min

i
v ijjj 2 Xb

� �
; max

i
v ijjj 2 Xc

� �� �
; ð5Þ

where Xb is associated with benefit criteria, and Xc is associated with cost criteria.
Step 4. Calculate the separation measures, using the m-dimensional Euclidean distance. The separation of each alternative

from the ideal solution (A+) and the negative ideal solution (A�) are given as below, respectively:

Dþi ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

j¼1

v ij � vþj
	 
2

vuut ; i ¼ 1;2; . . . ;n; ð6Þ

D�i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXm

j¼1

v ij � v�j
	 
2

vuut ; i ¼ 1;2; . . . ;n: ð7Þ

Step 5. Calculate the relative closeness of each alternative to the ideal solution. The relative closeness of the alternative Ai

with respect to A+ is defined as:

RCi ¼
Dþi

Dþi þ D�i
; i ¼ 1;2; . . . ;n: ð8Þ

Step 6. Rank the alternatives according to the relative closeness to the ideal solution. The smaller the value RCi, the less dis-
tance the alternative Ai to the ideal solution. The best alternative is the one with the greatest relative closeness to the
ideal solution.

4296 R.-C. Tsaur / Applied Mathematics and Computation 218 (2011) 4295–4304



Download	English	Version:

https://daneshyari.com/en/article/4630155

Download	Persian	Version:

https://daneshyari.com/article/4630155

Daneshyari.com

https://daneshyari.com/en/article/4630155
https://daneshyari.com/article/4630155
https://daneshyari.com/

