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a b s t r a c t

The move towards nanoscale Integrated Circuits (ICs) increases performance and capacity, but poses pro-
cess variation and reliability challenges which may cause several faults on routers in Networks-on-Chips
(NoCs). While utilizing healthy routers in an NoC is desirable, faulty regions with different shapes are
formed gathering faulty routers. Fault regions can be used to lead the fault-tolerant routing algorithms
to perform data transmission between healthy routers. In this paper a distributed fault-tolerant routing
methodology for mesh networks is proposed which supports static and dynamic fault model. The static
fault model supports minimal routing path which tolerates both convex and concave fault regions, while
keeping the area and power overhead at a minimum level. Moreover, unlike most previous methods that
support dynamic fault models, the presented method is able to tolerate any number of faults with any
shapes of fault regions without disabling healthy nodes. The performance of the method is extensively
evaluated, and the results show that our proposed method is valid for mesh topology, which has graceful
performance degradation and allows the network to remain fully operational facing with the failures.

� 2012 Elsevier B.V. All rights reserved.

1. Introduction

The advances in the semiconductor technology and the shrink-
ing feature size in the deep submicron era, have led to an impres-
sive increase in number of transistors available on a single chip.
This huge number of transistors enables the integration of complex
system-on-chip (SoC) designs containing a large number of pro-
cessing cores together with large amounts of embedded memory
and high-bandwidth I/O on a single chip. On the other hand, the
applications are becoming more and more complex. For example,
a modern cell phone not only should support audio processing
but also needs to process images, videos, networks and internet
protocols and support operating systems [1].

The large amount of computational resources together with
complicated communication patterns due to complex applications
requires higher degrees of support from communication resources
[1]. The lack of scalability in bus-based systems and large area
overhead of point-to-point dedicated links on one hand, and the
scalability and performance of switch-based networks and pack-
et-based communication in the internet and traditional parallel
computing, on the other hand, have motivated researchers to pro-
pose packet-switched Network-on-Chip (NoC) architectures to
overcome complex on-chip communication problems.

Although the concepts of NoC are inspired from the networks in
parallel processors, they have some special properties which differ
from the traditional networks. Compared to traditional networks,
power consumption and fault-tolerance are becoming increasingly
important constraints in NoC design [2]. With the shrinking feature
size, the reliability becomes more difficult to achieve due to smal-
ler voltage supplies and higher amount of computing elements per
area unit, which result in smaller noise immunity and increased
risk of cross-talk and other errors [2–4]. Moreover, critical leakage
currents, high field effects, and process variation will lead to more
transient and permanent failures of signals, logic values, devices,
and interconnects [5].

In addition to the faults occurring during the system life-time,
aggressive technology scaling has resulted in manufacturing and
testing challenges [2]. Hence, a considerable portion of fabricated
chips including some faults, forms the beginning of their life-time.
Relaxing the requirement of 100% correctness in operation for de-
vices and interconnects when designing chips may also dramati-
cally reduces the costs of manufacturing, verification, and test
[6]. This suggests that chips have to be designed with some
built-in fault-tolerant techniques.

As communication infrastructure is an important issue of to-
day’s SoCs and Chip-Multiprocessors (CMPs), fault-tolerance has
to be taken into account along with the design of this part of chips.
Although having the same concept as traditional interconnection
networks, the resources used in traditional networks in order to
achieve fault-tolerance are not easily available in VLSI chips. Rout-
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ing algorithm, one of the most important aspects of NoCs, has been
exploited by many researchers to guarantee a reliable operation of
the network [7–9], by bypassing the faulty nodes and links. Deter-
ministic algorithms do not behave well in the presence of random
failures [10,11]. On the other hand, implementing adaptive dy-
namic routing for on-chip networks is prohibitive because of the
need for very large buffers, lookup tables, and complex shortest-
path algorithms [12].

To address the above mentioned problems, the goal of this pa-
per is to design, implement, and evaluate a new fault-tolerant rout-
ing methodology which can be incorporated with suitable fault-
tolerant routing algorithms to prevent static and dynamic fault
patterns in NoCs with 2-D mesh topology.

The rest of the paper is organized as follows. In Section 2, a pre-
liminary description of network architecture is introduced. This
section also reviews some backgrounds about the concepts of fault
models pertained to fault-tolerant routing used in the paper. In
Section 3, we review previous work relevant to this paper. Our
fault-tolerant approach and the metrics for performance evalua-
tion in 2-D mesh are introduced in Section 4. The extension to
the dynamic fault model and dynamic transition phase are de-
scribed in Section 5. In Section 6, the experimental results with dif-
ferent fault regions and other related parameters are shown.
Finally, in Section 7 we conclude by summarizing our main
contribution.

2. Preliminaries

This section begins with a discussion of mesh networks and
then describes the necessary background information that is used
in the paper.

2.1. Mesh networks

The topology of a network defines how the nodes are intercon-
nected and is generally modeled as a graph in which the vertices
represent the nodes and the edges denote the communication
lines. The NoC concept has been proposed to overcome the prob-
lems of traditional wire/bus-based interconnections [2]. The NoC
uses interconnection networks to connect intellectual properties
(IPs) and to cope with the increased size and complexity of IPs. Be-
sides, different topologies of interconnection networks can provide
different features in NoC. Among different topologies, the 2-D
mesh is one of the most popular topologies, in which the routers
of NoC are connected as a 2-D array and each IP is connected to
an individual router. The mesh networks, the tree networks, the
star networks and the simple loop networks, frequently appear
in various applications of networks. Many interconnection net-
works are constructed by Cartesian product [13].

Definition 1 [13]. Let G1 = (V1, E1) and G2 = (V2, E2) be two graphs.
The Cartesian product of G1 and G2, denoted by G1 � G2, is the
graph with vertex set V1 � V2 such that (u1, v1) is joined to (u2, v2)k
times if and only if either u1 = u2 and v1 is joined to v2k times in G2

or v1 = v2 and u1 is joined to u2k times in G1.

Definition 2 [13]. The topological structure of a 2-D mesh net-
work M(m1, m2) is defined as the Cartesian product of two paths
Pm1 � Pm2 , where Pmi

is the path graph with mi vertices.

Due to its modularity and symmetry in terms of link length, the
mesh topology is one of the most desirable topologies regarding to
characteristics; the number of links per node does not change if
additional nodes are added to the mesh. Therefore, the mesh

topology offers a very good scalability. Additionally, because mesh
network consists of fewer links per node compared to most other
architectures, it has low cost.

2.2. Fault models

Fault-tolerance is defined as the ability of a system to continue
operation despite presence of faults [14]. In this sense, fault-toler-
ance is closely related to concepts such as reliability, availability,
and dependability, as it serves by providing these features.

Faults in a network take many forms, such as hardware faults,
software bugs, or malicious sniffing or removal of packets. The first
step in dealing with errors is to understand the nature of compo-
nent failures and then to develop simple models that allow us to
reason out the failures and the methods for handling them. Classi-
fication of faults by nature is either random or systematic faults.
Random faults are usually hardware faults affecting the system
components, which occur with a certain probability, while system-
atic faults such as software failures are faults which are not ran-
dom, whether a component has it or not [14]. We assume that
such permanent failures are detected and contained on a node or
link boundary. Thus, faults are assumed to be fail-stop [15], mean-
ing that we do not consider Byzantine (i.e., malicious) faults [14].
In the contexts of fault-tolerant routing, these are common
assumptions [14–17].

Faults also can be classified by their duration as transient and
permanent faults [14]. Transient faults persist in the system for
only a short duration, while permanent faults remain in the system
until it is repaired and may be either dynamic or static. In a dy-
namic fault model, once a new fault is found, actions are taken in
order to appropriately handle the faulty component which allows
the system to reconfigure at the hardware level, and preserves
the original network topology. A static system provides a fault-tol-
erant routing algorithm that will bypass any failed nodes.

2.3. Fault patterns

To simplify the routing algorithm, adjacent faulty nodes are
coalesced into fault regions, which may lead to different patterns
of failed components. To analyze the performance of fault-tolerant
routing algorithms, it is important to identify and quantify the fault
regions, which may occur in the network. The shapes of such fault
regions are often restricted by the fault model in use. Furthermore,
the fault model may impose additional restrictions on the locations
of the faults. For instance, faults may not be allowed on the edges
of the mesh, and there may be a minimum distance between sep-
arate fault regions. A routing algorithm applying such a fault model
is generally to tolerate all fault combinations conforming to the
fault model, thus, the provided fault-tolerance is defined by the
fault model. In the case that a fault combination is not conforming
to the fault model in use, healthy nodes are marked as faulty (i.e.,
disabled) in order to create proper fault regions. Although healthy
nodes are disabled, a fault combination is considered to be toler-
ated as long as all the nodes that are neither faulty nor disabled,
are connected through valid paths. Fault regions extended by
faulty components, may form convex (also referred to as the block
fault model) or concave shaped fault patterns [14–18].

Definition 3 ([14–18]). A convex region is defined as a region R in
which a line segment connecting any two points in Rlies entirely
within R. If we change the ‘‘line segment’’ in the standard convex
region definition to ‘‘horizontal or vertical line segment’’, the
resulted region is called rectilinear convex segments. Any region
that is not convex is a concave region.
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