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a b s t r a c t

Parallel iterative methods are powerful in solving large systems of linear equations (LEs).
The existing parallel computing research results focus mainly on sparse systems or others
with particular structure. Most are based on parallel implementation of the classical relax-
ation methods such as Gauss–Seidel, SOR, and AOR methods which can be efficiently car-
ried out on multiprocessor system. In this paper, we propose a novel parallel splitting
operator method in which we divide the coefficient matrix into two or three parts. Then
we convert the original problem (LEs) into a monotone (linear) variational inequality prob-
lem (VI) with separable structure. Finally, an inexact parallel splitting augmented Lagrang-
ian method is proposed to solve the variational inequality problem (VI). To avoid dealing
with the matrix inverse operator, we introduce proper inexact terms in subproblems such
that the complexity of each iteration of the proposed method is Oðn2Þ. In addition, the pro-
posed method does not require any special structure of system of LEs under consideration.
Convergence of the proposed methods in dealing with two and three separable operators
respectively, is proved. Numerical computations are provided to show the applicability
and robustness of the proposed methods.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

Many problems in science and engineering involve the computation of large systems of linear equations for finding solu-
tions. Some of these systems may have millions of variables. Very often, difficulties arise owing to the tremendous size of
such problems. Researchers have to resort to self-absorption in parallel computing, a class of methods involving the use
of multiprocessor systems simultaneously for finding solutions of a problem. These methods save time in computing a solu-
tion of large scale problems.

In this paper, we consider the following well-determined system of linear equations

Ax ¼ b; ð1:1Þ

where A 2 Rn�n; x 2 Rn; b 2 Rn, and A matrix is positive definite. A pair of matrices ðM;NÞ with M nonsingular (and easily
invertible in practice) such that

A ¼ M � N

is called a splitting (or regular decomposition) of A.
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Based on the splitting ðM;NÞ, a general iterative method for solving Problem (1.1) is defined by

x0 given in Rn;

Mxkþ1 ¼ Nxk þ b; 8k P 1:

�
ð1:2Þ

From (1.2) we get

xkþ1 ¼ M�1Nxk þM�1b: ð1:3Þ

Let J ¼ M�1N, the iterative method (1.2) and (1.3) converges if and only if the spectral radius of J satisfies qðJÞ < 1.
The existing major iterative methods [1–3] are Jacobi method, Gauss–Seidel method and Successive Over-Relaxation

(SOR) method. From the practical point of view, the main advantage of Jacobi and Gauss–Seidel method is the avoidance
of using the inverse operator M�1 in (1.3) in some sense.

Many research results are based on the above iterative methods. For examples, Bagnara [4] gave a unified proof for the
convergence of Jacobi and Gauss–Seidel methods, Salkuyeh [5] generalized the Jacobi and Gauss–Seidel methods.

Bai and his co-workers [6,7] studied necessary and sufficient convergence conditions for splitting iteration methods when
employed to solve a non-Hermitian system of linear equations with coefficient matrix either a L-matrix or a H-matrix and
positive definite, and the convergence conditions for the additive and the multiplicative splitting iteration methods [8], con-
vergence of parallel nonstationary multisplitting iteration methods [9], etc. Bai, Sun and Wang [10] presented a very good
review paper about parallel multisplitting methods. In this work the authors gave an unified framework for the construction
of various synchronous and asynchronous parallel matrix multisplitting iterative methods. Bai [11–13] also proposed some
parallel splitting methods for large systems with various peculiar structure.

In addition, Wang and Huang [14] investigated the convergence and the monotone convergence theories for the alter-
nating method when the coefficient matrix is a H-matrix or a monotone matrix. Hadjidimos [15] established an acceler-
ated over-relaxation method based upon reasonable decomposition of Problem (1.1). Frommer [16] and Neumann [17]
obtained convergence results for relaxed parallel multisplitting methods and parallel multisplitting iterative methods
for M-matrices.

However, another novel way to solve Problem (1.1) is to convert it into an optimization problem of the form:

x� ¼ Arg min
x2Rn
kAx� bk2

2: ð1:4Þ

It is well known that Problem (1.4) is identical to the following linear variational inequality problem:

Find x� 2 Rn; such that ðx� x�ÞT ATðAx� � bÞ
� �

P 0; 8x 2 Rn: ð1:5Þ

Recent research shows that projection–contraction methods are powerful tools for solving Problem (1.5). For example, He
[18,19] developed a class of projection–contraction (PC) methods for monotone variational inequalities (MVIs), including lin-
ear variational inequalities (LVIs).

Furthermore, as mentioned earlier, when A matrix is large, operator splitting and parallel computing will be necessary. On
operator splitting and parallel computing for variational inequalities, Glowinski [20], Fukushima [21] and He [22] have made
some important contributions.

In [22], the author proposed a parallel splitting augmented Lagrangian method (abbreviate to PSALM) for solving the fol-
lowing variational inequalities:

Find w ¼
x

y

k

0
B@

1
CA 2W; such that

ðx0 � xÞT f ðxÞ � ATk
h i

P 0;

ðy0 � yÞT gðyÞ � BTk
h i

P 0;

Axþ By� d ¼ 0;

8>>><
>>>:

8w0 2W; ð1:6Þ

where W ¼ X�Y� Rm; X 2 Rn1 ; Y 2 Rn2 ; A 2 Rm�n1 and B 2 Rm�n2 , and f ðxÞ; gðyÞ are given monotone operators with respect
to X;Y respectively.

For a given ðxk; yk; kkÞ, the PSALM method finds iteratively ~xk; ~yk by solving the following variational inequalities in a par-
allel manner:

x 2 X; ðx0 � xÞT f ðxÞ � AT kk � HðAxþ Byk � dÞ
h in o

P 0; 8x0 2 X; ð1:7Þ

y 2 Y; ðy0 � yÞT gðyÞ � BT kk � HðAxk þ By� dÞ
h in o

P 0; 8y0 2 Y: ð1:8Þ

Then update multiplier by:

~kk ¼ kk � HðA~xk þ B~yk � dÞ; ð1:9Þ

where H is a given positive matrix. Finally the PSALM method generates the new iterate wkþ1 ¼ ðxkþ1; ykþ1; kkþ1Þ by letting

wkþ1 ¼ wk � akG�1Mðwk � ~wkÞ; ð1:10Þ

Z. Peng, D. Wu / Applied Mathematics and Computation 216 (2010) 1624–1636 1625



Download	English	Version:

https://daneshyari.com/en/article/4632126

Download	Persian	Version:

https://daneshyari.com/article/4632126

Daneshyari.com

https://daneshyari.com/en/article/4632126
https://daneshyari.com/article/4632126
https://daneshyari.com/

