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a b s t r a c t

In this paper, we present a new fourth-order method for finding multiple roots of nonlinear
equations. It requires one evaluation of the function and two of its first derivative per iter-
ation. Finally, some numerical examples are given to show the performance of the pre-
sented method compared with some known third-order methods.
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1. Introduction

Finding the roots of nonlinear equations is very important in numerical analysis and has many applications in engineering
and other applied sciences. In this paper, we consider iterative methods to find a multiple root a of multiplicity m, i.e.,
f ðjÞðaÞ ¼ 0; j ¼ 0;1; . . . ;m� 1 and f ðmÞðaÞ–0, of a nonlinear equation f ðxÞ ¼ 0.

The modified Newton’s method for multiple roots is quadratically convergent and it is written as [1]

xnþ1 ¼ xn �m
f ðxnÞ
f 0ðxnÞ

; ð1Þ

which requires the knowledge of the multiplicity m.

In recent years, some modifications of the Newton method for multiple roots have been proposed and analyzed, which
also require the knowledge of the multiplicity m. Most of these methods are of third-order convergence. For example, see
Traub [2], Hansen and Patrick [3], Victory and Neta [4], Dong [5,6], Osada [7], Neta [8], Chun and Neta [9], Chun et al.
[10], etc.

The third-order Chebyshev’s method for finding multiple roots [2,8] is given by

xnþ1 ¼ xn �
mð3�mÞ

2
un �

m2

2
f ðxnÞ2f 0ðxnÞ

f 0ðxnÞ3
; ð2Þ

where

un ¼
f ðxnÞ
f 0ðxnÞ

: ð3Þ
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The cubically convergent Halley’s method which is a special case of the Hansen and Patrick’s method [3], is written as

xnþ1 ¼ xn �
f ðxnÞ

mþ1
2m f 0ðxnÞ � f ðxnÞf 00 ðxnÞ

2f 0ðxnÞ

: ð4Þ

The third-order Osada method [7], is written as

xnþ1 ¼ xn �
1
2

mðmþ 1Þun þ
1
2
ðm� 1Þ2 f 0ðxnÞ

f 00ðxnÞ
: ð5Þ

Dong [5] has developed two third-order methods requiring two evaluations of the function and one of its first derivative

yn ¼ xn �
ffiffiffiffiffi
m
p

un;

xnþ1 ¼ yn �m 1� 1ffiffiffi
m
p

� �1�m
f ðynÞ
f 0 ðxnÞ ;

8<
: ð6Þ

yn ¼ xn � un;

xnþ1 ¼ yn � f ðynÞ
m�1

mð Þm�1
f ðxnÞ�f ðynÞ

un:

8<
: ð7Þ

In [11], Neta and Johnson have proposed a fourth-order method requiring one-function and three-derivative evaluation
per iteration. This method is based on the Jarratt method [12] given by the iteration function

xnþ1 ¼ xn �
f ðxnÞ

a1f 0ðxnÞ þ a2f 0ðynÞ þ a3f 0ðgnÞ
; ð8Þ

where

yn ¼ xn � aun;

vn ¼ f ðxnÞ
f 0 ðynÞ

;

gn ¼ xn � bun � cvn:

8><
>: ð9Þ

Neta and Johnson [11] give a table of values for the parameters a; b; c; a1; a2; a3 for several values of m. But, they do not give a
closed formula for general case.

Neta [13] has developed another fourth-order method requiring one-function and three-derivative evaluation per itera-
tion. This method is based on Murakami’s method [14] given by

xnþ1 ¼ xn � a1un � a2vn � a3w3 � wðxnÞ; ð10Þ

where un is defined by (3), vn; yn and gn are given by (9) and

w3ðxnÞ ¼
f ðxnÞ
f 0ðgnÞ

;

wðxnÞ ¼
f ðxnÞ

b1f 0ðxnÞ þ b2f 0ðynÞ
:

ð11Þ

A table of values for the parameters a; b; c; a1; a2; a3; b1; b2 for several values of m is also given by Neta [13].
In this paper, we propose a new fourth-order method for multiple roots, which requires one-function and two-derivative

evaluation per iteration, while the method proposed in [11] or [13] requires one-function and three-derivative evaluation
per iteration. So, the method presented here requires less function evaluations than these methods in [11,13]. Moreover,
the presented method here has a closed formula. The presented method is obtained by investigating the following iteration
functions

yn ¼ xn � hun;

xnþ1 ¼ xn � bf 0 ðxnÞþcf 0ðynÞ
f 0 ðxnÞþdf 0 ðynÞ

un;

(
ð12Þ

where h; b; c and d are parameters to be determined. When h ¼ 2
3 ; b ¼ � 1

2 ; c ¼ � 3
2 and d ¼ �3, (12) reduces to the fourth-or-

der Jarratt method [15], which is defined by

yn ¼ xn � 2
3 un;

xnþ1 ¼ xn � 1� 3
2

f 0 ðynÞ�f 0 ðxnÞ
3f 0 ðynÞ�f 0 ðxnÞ

� �
un:

8<
: ð13Þ

By specially choosing the parameters, we get a new fourth-order method based on (12) in Section 2. Analysis of convergence
shows that the new method has fourth-order convergence. Finally, we use some numerical examples to compare the new
fourth-order method with some known third-order methods. From the results, we can see that the fourth-order method con-
verges faster than these third-order methods and requires less function evaluations.
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