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Abstract

In this study, a new two-step and three-step iterative methods are derived for solving nonlinear equations. It is shown
that the three-step iterative method has fourth-order convergence. Several numerical examples are given to illustrate the
efficiency and performance of the new method.
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1. Introduction

There are different methods to approximate the solution of nonlinear equation, such as the Newton-Raph-
son method with quadratic convergence. Recently, Abbasbandy [1] modified Newton-Raphson method for
solving the nonlinear algebraic equation f{x) = 0, by considering terms up to second-order in the Taylor series
and using Adomain decomposition method. Further, Noor et al. [2] considered terms up to second-order in
Taylor series but used the new iterative method proposed by Daftardar-Gejji and Jafari [3]. In this work, two
iterative methods were constructed by considering terms up to fourth-order in Taylor series and the new iter-
ative methods proposed by Noor et al. [2] and Daftardar-Gejji and Jafari [3].

2. Iterative methods

Consider the nonlinear algebraic equation
fx) =0, (1)
where o be a root of it and fis a C* function on an interval containing o. Using fourth-order Taylor series, the

nonlinear equation (1) can be written as follows:
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where y is the initial approximation for a zero of Eq. (1).
In a similar manner of Noor et al. [2], to construct two types of iterative methods, Eq. (2) can be rewritten
as follows:

x=c+N(x), 5
where
R AC))
TR @
and
X) = — (X — y)z 1 . (x - )))3 1" _ (x _ ,)))4 W

To complete the derivation of the iterative methods, we use the decomposition scheme of Daftardar-Gejji and
Jafari [3], which is given below.
Suppose a solution of Eq. (3) having the series form:

X = Zx,-. (6)

The nonlinear operator N can be decomposed as
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From Egs. (3), (6) and (7), we get

x:f:xizc—kN(xo)—i—f:{N(zl:x,-) —N(i)@)}. (8)

We define the recurrence relation:
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X2 = N(xo +x1) — N(xo) 9)

Xp =Nxo+xi+-+x,1) —Nxo+xi+--+x,2), n=12,....
Then
Xn:x0+x1+x2+---—|—x,,:N(xo—l—xl—l—---—l—x,,,l), n:1a2a"' (10)

Denotes the (n + 1)-term approximation of x, see [1].
From Eq. (10), for n =1 and Eq. (5), we get

x= X =x0+x =c+N(xp)
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