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Abstract

In this paper, a new variation of the quasi-Newton-SQP methods for constrained optimization is proposed. Under some
suitable assumptions, the superlinear convergence of the new method has been established.
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1. Introduction

In this paper, we consider the constrained optimization problem:

min f ðxÞ;
s:t: hiðxÞ ¼ 0; i 2 E;

gjðxÞ 6 0; j 2 I :

ð1:1Þ

where f ; hi; gj : Rn ! R; are twice continuously differentiable functions, E ¼ f1; 2; . . . ;mg, I ¼ fmþ 1;
mþ 2; . . . ;mþ lg, Let the Lagrangian function be defined as

Lðx; l; kÞ ¼ f ðxÞ þ lTgðxÞ þ kThðxÞ;
where l and k are multipliers. Obviously, the Lagrangian function L is a twice continuously differentiable
function. Let S be the feasible point set of the problem (1.1). We defined Iw to be the set of all the subscripts
of those inequality constraints which are active at xw, i.e.,

IH ¼ fi j i 2 I and giðxÞ ¼ 0g:
SQP methods for solving twice continuously differentiable nonlinear programming problems, are essentially
Newton-type methods for finding Kuhn–Tucker points of nonlinear programming problems. Recently, this
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methods have been in vogue [1–3,7–10]: Powell [1] gave the BFGS-Newton-SQP method for the nonlinearly
constrained optimizations. He gave some sufficient conditions, under which SQP method would yield 2-step
Q-superlinear convergence rate (assuming convergence) but did not show that his modified BFGS method sat-
isfied these conditions. Instead R-superlinear convergence was proofed. Coleman and Conn [2] gave a new
local convergence quasi-Newton-SQP method for the equality constrained nonlinear programming problems.
The local 2-step Q-superlinear convergence was established. W. Sun gave quasi-Newton-SQP method for gen-
eral LC1 constrained optimization problems [3]. He gave the locally convergent sufficient conditions and
superlinearly convergent sufficient conditions. But he did not prove whether the modified BFGS-quasi-New-
ton-SQP method satisfies the sufficient conditions or not.

In this paper, we will present a modified quasi-Newton-SQP method for constrained optimization (1.1), and
use the modified BFGS update formula [4]

Bkþ1ð3Þ ¼ Bkð3Þ �
Bkð3ÞsksT

k Bkð3Þ
sT

k Bkð3Þsk
þ ykð3Þykð3Þ

T

ykð3Þ
Tsk

; ð1:2Þ

where sk ¼ xkþ1 � xk and ykð3Þ ¼ gkþ1 � gk þ Akð3Þsk, Akð3Þ ¼ 2½f ðxkÞ�f ðxkþ1Þ�þðgkþ1þgkÞTsk

kskk2 I . In this paper, MBFGSw

update formula is defined as follows:

BH

kþ1 ¼ BH

k �
BH

k ~sk~sT
k BH
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~sT
k BH

k ~sk
þ yH

k yH

k
T

yH

k
T
~sk

; ð1:3Þ

where ~sk ¼ zkþ1 � zk ¼ ðxkþ1; lkþ1; kkþ1Þ � ðxk; lk; kkÞ, ~yk ¼ rxLðzkþ1Þ � rxLðzkÞ and yH

k ¼ ~yk þ AH

k ~sk, AH

k ¼
2½LðzkÞ�Lðzkþ1Þ�þ½rxLðzkþ1ÞþrxLðzkÞ�T~sk

k~skk2 I ; in this place, lk and kk are the multipliers which are according to the objective

function at xk, while lk+1 and kk+1 are the multipliers which are according to the objective function at xk+1.
Therefore, we can get a new MBFGSw–SQP algorithm for constrained optimization. Under some sufficient
conditions we will establish the superlinear convergence of the given method.

This paper is organized as follows. In the next section, we will give the new MBFGSw–SQP algorithm for
constrained optimization problems. In Section 3, the superlinear convergence of the new method will be
established.

2. New algorithm

The first-order Kuhn–Tucker condition of problem (1.1) is

rf ðxHÞ þ lTrgðxHÞ þ kTrhðxHÞ ¼ 0;

gðxHÞ 6 0; lj P 0; ljgjðxHÞ ¼ 0; for j 2 I ;

hðxHÞ ¼ 0:

8><
>: ð2:1Þ

The above system (2.1) can be represented by the following system:

HðzÞ ¼ 0; ð2:2Þ
where z ¼ ðx; l; kÞ 2 S and H : Rnþmþl ! Rnþmþl is defined by

HðzÞ ¼
rf ðxÞ þ lTrgðxÞ þ kTrhðxÞ

minfl;�gðxÞg
hðxÞ

0
B@

1
CA: ð2:3Þ

Since rf ;rg and $h are continuously differentiable functions, it is obviously that H(z) is continuously differ-
entiable function. Then for all ~d 2 Rnþmþl, the directional derivative H 0ðz : ~dÞ of the function H(z) exists.

Now we define the index sets

aðzÞ ¼ fijli > �giðxÞg ð2:4Þ
and

bðzÞ ¼ fijli 6 �giðxÞg: ð2:5Þ
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