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Abstract

This paper newly designs the recursive least-squares (RLS) Wiener fixed-lag smoother and filter using the covariance
information in linear discrete-time stochastic systems. The estimators require the information of the observation matrix,
the system matrix for the state variable, related with the signal, the variance of the state variable, the cross-variance func-
tion of the state variable with the observed value and the variance of the white observation noise. It is assumed that the
signal is observed with additive white noise. The current fixed-lag smoothing algorithm has a characteristic, as shown in
Theorem 1, that the fixed-lag smoothing estimate of the state vector is calculated in the reverse direction of time.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

The estimation problem given the covariance information has been seen as an important research in the
area of the detection and estimation problems for communication systems. In [1–3], it is assumed that the
auto-covariance function of the signal is expressed in the semi-degenerate kernel form. The semi-degenerate
kernel is the function suitable for expressing a general kind of auto-covariance function by a finite sum of
non-random functions. In the fixed-lag smoother [4], the auto-covariance function of the signal is expressed
in the degenerate kernel form, not in the semi-degenerate kernel form. The degenerate kernel function cannot
express the auto-covariance functions of general kinds of stochastic processes. Hence, the fixed-lag smoother
using the auto-covariance function in the form of the degenerate kernel is not appropriate for estimating the
general kinds of stationary or non-stationary signal processes. The expression in the degenerate kernel form of
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the auto-covariance function is obtained through approximating the auto-covariance function by the Fourier
series expansion. Hence, its approximation error causes the degradation in the estimation accuracy of the
fixed-lag smoother. The recursive least-squares (RLS) Wiener fixed-point smoother [5] and filter [6] using
the covariance information are designed in linear discrete-time stochastic systems. The estimators require
the information of the observation matrix, the system matrix for the state variable, related with the signal,
the variance of the state variable and the cross-variance function of the state variable with the observed value.
These information can be obtained from the covariance function of the signal [5]. Also, it is assumed that the
variance of the white observation noise is known.

From this respect, this paper newly designs the RLS fixed-lag smoothing and filtering algorithms using the
covariance information in linear discrete-time stochastic systems. It is assumed that the signal is observed with
additional white observation noise. The estimators require the information of the factorized auto-covariance
function of the signal. Namely, the observation matrix, the system matrix for the state variable, the variance of
the state variable and the cross-variance function of the state variable with the signal are used as in [5]. Also, it
is assumed that the variance of the white observation noise is known. Usually, the fixed-lag smoother has bet-
ter estimation accuracy than the filter, since more observed values of finite number are used in comparison
with the filter. Theorem 1 proposes the algorithm, which calculates the fixed-lag smoothing estimate of the
signal and the state vector. The current fixed-lag smoothing algorithm has a characteristic, as shown in The-
orem 1, that the fixed-lag smoothing estimate of the state vector is calculated in the reverse direction of time.
The fixed-lag smoothing and filtering algorithms are derived based on the invariant imbedding method [5]. The
fixed-lag smoothing error variance function is also formulated.

A numerical simulation example is demonstrated to show the validity of the proposed fixed-lag smoother.
Also, the estimation accuracy of the proposed fixed-lag smoother is compared with the fixed-point smoother
and the filter in [5].

2. Fixed-lag smoothing problem

Let an observation equation be given by

yðkÞ ¼ zðkÞ þ vðkÞ; zðkÞ ¼ HxðkÞ ð1Þ
in discrete-time stochastic systems, where z(k) is an m · 1 signal vector, x(k) is an n · 1 state variable, H is an
m · n observation matrix and v(k) is white observation noise. It is assumed that the signal and the observation
noise are mutually independent and that z(k) and v(k) are zero mean. Let the auto-covariance function of v(k)
be given by

E½vðkÞvTðsÞ� ¼ RðkÞdKðk � sÞ; RðkÞ > 0: ð2Þ
Here dK(Æ) denotes the Kronecker d function.

The fixed-lag smoothing estimate is expressed by

x̂ðk; k þ LÞ ¼
Xk

i¼1

gðk; iÞtðiÞ þ
XkþL

i¼kþ1

gðk; iÞtðiÞ ð3Þ

as a linear transformation of the innovations process ftðiÞ; 1 6 i 6 k þ Lg, where gðk; sÞ and L are referred to
be an impulse response function and the fixed lag. The innovations process is expressed by tðkÞ ¼
yðkÞ � HUx̂ðk � 1; k � 1Þ, where x̂ðk � 1; k � 1Þ is a filtering estimate of x(k � 1) and U represents the system
matrix in the state equation for x(k). The auto-covariance function of the innovations process is given by [7]

E½tðkÞtTðsÞ� ¼ PðkÞdKðk � sÞ: ð4Þ
The first term on the right hand side of (3) represents the filtering estimate

x̂ðk; kÞ ¼
Xk

i¼1

gðk; iÞtðiÞ ð5Þ

of x(k) and the second term is the correction quantity for the fixed-lag smoothing estimate [7].
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