
The (M, N)-symmetric Procrustes problem

Juan Peng a,*, Xi-Yan Hu b, Lei Zhang b

a College of Applied Sciences, Beijing University of Technology, Beijing 100022, PR China
b College of Mathematics and Econometrics, Hunan University, Changsha 410082, PR China

Abstract

An p � q matrix A is said to be ðM ;NÞ-symmetric if MAN ¼ ðMANÞT for given M 2 Rn�p;N 2 Rq�n. In this paper, the
following ðM ;NÞ-symmetric Procrustes problem is studied. Find the ðM ;NÞ-symmetric matrix A which minimizes the
Frobenius norm of AX � B, where X and B are given rectangular matrices. We use Project Theorem, the singular-value
decomposition and the generalized singular-value decomposition of matrices to analysis the problem and to derive a stable
method for its solution. The related optimal approximation problem to a given matrix on the solution set is solved. Fur-
thermore, the algorithm to compute the optimal approximate solution and the numerical experiment are given.
� 2007 Elsevier Inc. All rights reserved.

Keywords: ðM ;NÞ-symmetric matrix; Procrustes problem; Optimal approximation

1. Introduction

Let Rn denote the set of n-dimensional real vectors, and Rn�n; SRn�n;ASRn�n;ORn�n denote the set of real
n� n matrices, real n� n symmetric matrices, real n� n antisymmetric matrices and orthogonal n� n matri-
ces, respectively. The notation Aþ; kAk stands for the Moore-Penrose inverse and the Frobenius norm of a
matrix A, respectively. For A ¼ ðaijÞ 2 Rn�m and B ¼ ðbijÞ 2 Rn�m, define A � B ¼ ðaijbijÞ 2 Rn�m as Hadamard
product of matrices A and B.

Definition 1. Given M 2 Rn�p;N 2 Rq�n, we say that A 2 Rp�q is ðM ;NÞ-symmetric if

MAN ¼ ðMANÞT:
We denote by SRp�qðM ;NÞ the set of all ðM ;NÞ-symmetric matrix.

In this paper, we consider the following problems:

Problem I. Given M 2 Rn�p;N 2 Rq�n;X 2 Rq�k;B 2 Rp�k, find A 2 SRp�qðM ;NÞ such that

kAX � Bk ¼ min:
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Problem II. Given A� 2 Rp�q, find bA 2 SE such that

kbA � A�k ¼ min
A2SE

kA� A�k;

where SE is the solution set of Problem I.

In electricity, control theory and processing of digital signals, we often need to study the Procrustes prob-
lem of the well-known equation AX ¼ B with the unknown matrix A. The problem with A being symmetric,
bisymmetric, centrosymmetric and positive semidefinite symmetric were studied (see [1–8]). Taking for A the
set of orthogonal matrices yields the orthogonal Procrustes problem (see [9]), the set of symmetric matrices
yiedls the symmetric Procrustes problem (see [10]). By analogy with the problem mentioned above, we will
refer to Problem I as the ðM ;NÞ-symmetric Procrustes problem. Usually, by applying the structure properties
of unknown matrix A and appropriate matrix decompositions (the singular-value decomposition, the general-
ized singular-value decomposition, etc.), the solution of the Procrustes problem were given. But this approach
can not be used to solve Problem I. In this paper, we initiate an efficient method: Firstly, by the structure prop-
erty of A and a set of orthonormal basis of a subspace, we find out a solution A0 of Problem I. Secondly, using
the solution A0 and the Project Theorem, we transfer Problem I to the problem of finding the ðM ;NÞ-symmet-
ric solution of a consistent matrix equation AX ¼ A0X . Finally, we find out the ðM ;NÞ-symmetric solution of
the consistent matrix equation.

Problem II, that is, the optimal approximation problem of a matrix with the given matrix restriction, is pro-
posed in the processes of test or recovery of linear systems due to incomplete data or revising given data. A
preliminary estimate A� of the unknown matrix A can be obtained by the experimental observation values and
the information of statical distribution. The optimal estimate of A is a matrix bA satisfying the given matrix
restriction for A and being the best approximation of A�. Various aspects of the optimal approximation prob-
lem associated with AX ¼ B were considered, see [1,2] and reference therein.

The paper is organized as follows. In Section 2, we will discuss the structure properties of matrices in
SRp�qðM ;NÞ, and provide the general expression of the solutions of Problem I. In Section 3, we will prove
the existence and uniqueness of the solution of Problem II and derive the expression of this unique solution.
In Section 4, we will give the algorithm to compute the approximate solution and the numerical experiment.

2. The general form of solutions of Problem I

For convenience, here we give the singular-value decomposition (SVD) of a matrix X, and the generalized
singular-value decomposition (GSVD) of a matrix pair ½MT;N �. Proofs and properties concerning the SVD
and GSVD can be found in [11–13].

Given a matrix X 2 Rq�k of rank r, its SVD is

X ¼ U
R 0

0 0

� �
V T ¼ U 1RV T

1 ; ð1Þ

where 2 ORq�q, 2 ORk�k, R ¼ diagðr1;r2; . . . ; rrÞ > 0.

Given two matrices M 2 Rn�p;N 2 Rq�n, the GSVD of the matrix pair ½MT;N � is

MT ¼ eU R1W T; N ¼ eV R2W T; ð2Þ
where W is a nonsingular n� n matrix, eU 2 ORp�p; eV 2 ORq�q, and

ð3Þ

Here, l ¼ rankððM ;N TÞÞ, t ¼ l� rankðNÞ, s ¼ rankðMTÞ þ rankðNÞ � l, and X1 ¼ diagða1; . . . ; asÞ,
X2 ¼ diagðb1; . . . ; bsÞ with 1 > a1 P � � �P as > 0, 0 < b1 6 � � � 6 bs < 1, and a2

i þ b2
i ¼ 1, i ¼ 1; 2; . . . ; s:
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