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Abstract

The present paper argues that it suffices for an algorithmic time complexity measure to be system invariant rather than
system independent (which means predicting from the desk).
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0. Introduction

As far as the laws of mathematics are certain, they do not refer to reality. And as far as they refer to
reality, they are not certain.
Albert Einstein

This is an aggressive research paper which reflects a threefold philosophy on measuring time complexity of
an algorithm:

Philosophy 1. Work directly on time interpreting the ‘‘weight’’ of a computing operation to be the
corresponding time it consumes. Weighing permits collective considerations of all operations for analysis,
which is not possible otherwise, rendering a realistic appeal thereby.

Philosophy 2. Conceive experimental side of algorithmic complexity as a special kind of a computer experi-
ment (Ref. [7]) in which the response variable is a complexity (such as time).

Philosophy 3. Ask for an empirical estimate over a finite range of a non-trivial statistical l.u.b. of the algorithm
(defined later in the paper after a ‘‘live’’ demonstration). As a ‘‘live’’ demonstration we will first show that
empirical O(n2) Complexity is convincingly gettable with two dense matrices in n · n matrix multiplication.
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Next some applications of the underlying concept are suggested in general as well in matrix multiplication
involving chain of matrices.

We already know that for square matrices of order n, the average case complexity of Amir Schoor’s algo-
rithm is O(d1d2n3) where d1 and d2 are the densities (fraction of non-zero elements) of the pre factor and the
post factor matrices respectively. For a formal proof, see Ref. [1]. If the product of these densities is kept at
1/n, we automatically have an O(n2) complexity trivially. For example, we may keep the pre factor matrix a
sparse matrix with density 1/n and the post factor matrix fully dense with density unity. Our aim is to get

similar complexity empirically under more robust input conditions. Therefore, in the present paper, we keep
the pre factor matrix approximately as dense as triangular (see Ref. [2]) except that the zeroes are randomly
allocated and the post factor matrix is fully dense. Using ‘‘smart statistics’’ we observe that fits to quadratic
and cubic are equally good. Section 1 gives the code we used, Section 2 gives the observations followed by the
statistical analysis. Section 3 gives conclusion and suggestions for future work.

Amir Schoor’s algorithm: Let A, B, and C be pre-factor, post-factor and product matrices respectively. Amir
Schoor’s algorithm states that for every non-zero aði; kÞ , multiply the kth row of B by aði; kÞ and add it to the
ith row of C. See also Ref. [1].

The pseudocode for the computational version only is as follows:

for i = 1 to n

for k = 1 to n

while(a(i,k) <> 0)

r = a(i,k)

for j = 1 to n

b(k, j) = b(k, j) * r

endfor
for j = 1 to n

c(i, j) = c(i, j) + b(k, j)

endfor

endwhile

endfor

endfor

Remark. We would build the product matrix with all zero entries before starting the algorithm. Also, we
would be using the code for dense matrices only rather than sparse and hence Schoor’s original data structure
(the ‘‘row-column-value’’ structure) normally used for sparse matrices need not be adhered to. Recall that a
triangular matrix is dense (see Ref. [2]) with density ðnþ 1Þ=ð2nÞ. Since the borderline between sparse and
dense matrices is not well defined, we would agree to call the pre-factor matrix dense in which the fraction of
zeroes is approximately equal to that in a triangular matrix.

1. Section I

C++ code prepared by Suman Kumar Sourabh depicting Amir Schoor’s algorithm implemented with a pre-
factor matrix approximately as dense as a triangular matrix (zeroes randomly allocated) and post factor
matrix fully dense, executed in Pentium4

#includehiostream.hi
#includehconio.hi
#includehtime.hi
#includehstdlib.hi
#includehiomanip.hi
int main()
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