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Abstract

In this paper we present a new one-parameter family of iterative methods to solve nonlinear equations which includes
some well-known third-order methods as particular ones. The convergence analysis shows that the order of convergence of
each method of the family is three. Numerical examples are given to illustrate the efficiency and performance of the pre-
sented methods.
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1. Introduction

One of the most basic problems in mathematics is that of solving nonlinear equation
f(x)=0. (1)

To solve Eq. (1), we can use iterative methods such as Newton’s method and its variants [1,2]. The Newton’s
method is defined by
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Let us consider the geometric construction of Newton’s method: given an iterate x,,, we consider the linear
equation

y=ax+b (3)

(2)

Xnt1l = Xp

and then determine the unknowns a and b by imposing the tangency conditions

y) =), V() = f(xa), (4)
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thereby obtaining the tangent line
y(x) = [ (x) + 1 (x0) (x — x) (5)
to the graph of f at (x,,f(x,)). The zero of this tangent line is x,;, the next iterate defined by (2).
The well-known third-order methods which entail the evaluation of /" can be obtained by admitting geo-

metric derivation from the quadratic curves such as parabola and hyperbola.
If we consider the parabola

¥ +ax+by+c=0 (6)
and we impose the tangency conditions

y(xn) :f(xn)v y/(xn) :fl(xn)v yl/(xn) :f//(xn)v (7)
we have
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The point x,+; where the graph of (8) intersects with x-axis gives us the iterative process called irrational Hal-
ley’s method [2,3]

2 S (xa)

Xn =Xy — ) n > 07 9
o 1 —2L(x,) /' (xa) v
where
JSx)/"(x)
L(x) =———+. 10
) =" (10)
If we consider the parabolas
@' +y+bx+c=0 (11)

and the hyperbola
axy+y+bx+c=0 (12)

and the tangency conditions (7) are imposed to (11) and (12) respectively, then taking the points of intersection
of the curves with x-axis as next iterates yield the iteration scheme called Chebyshev’s method [2]

L(xn)\ f(xn)
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and the scheme called Halley’s method [4]
2 /(%)
ntl =Xn — |\ 57~ |- ) = 0, 14
=5 () oy "
respectively.

Sharma’s recent geometric derivation of a third-order family of methods is noteworthy [5]. It consists in
considering the quadratic equation in x and y of the form

X +ayt +bx+cy+d=0. (15)
Taking into account that the quadratic equation (15) passes through the point (x,, y(x,)), (15) can be written in
the equivalent form

Q(x7y) = (X - xn)2 + an(y _y(xn))z + bn(x - xn) + cn(y - y(xn)) + dﬂ =0. (16)

If we impose the same tangency conditions as (7) to determine the values of b, ¢, and d, in terms of a,, we
have
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