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Abstract

In this paper, we study existence of analytic solutions of a class of the differential equation with state-dependent delays

x0ðzÞ ¼
Xk

j¼0

X1
t¼1

Ct;jðzÞðx½j�ðzÞÞt þ GðzÞ

in the complex field C. By constructing a convergent power series solution y(z) of an auxiliary equation of the form

ay0ðazÞ ¼ y0ðzÞ
Xk

j¼0

X1
t¼1

Ct;jðyðzÞÞðyðajzÞÞt þ GðyðzÞÞ
" #

with a ¼ Gð0Þ 2 C n f0g, invertible analytic solutions of the form y(ay�1(z)) for the original equation are obtained.
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1. Introduction and hypotheses

Delay differential equation of the form

x0ðzÞ ¼ f ðz; xðzÞ; xðz� s1ðzÞÞ; . . . ; xðz� skðzÞÞÞ ð1:1Þ
have been lucubrated in [1,2]. However, such equations, when the delay functions sj(z) (j = 0,1, . . . ,k) depend
not only on the argument of the unknown function, but also state, sj(z) = sj(z,x(z)), have been relatively little
researched. In this paper, we will discuss the existence of invertible analytic solutions to a class of functional
differential equation of the form

x0ðzÞ ¼
Xk

j¼0

X1
t¼1

Ct;jðzÞðx½j�ðzÞÞt þ GðzÞ ð1:2Þ
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in the complex field, where x[j](z) denotes the jth iterate of x(z). The above equation is a special case of (1.1), in
which taking f ðz; y1; . . . ; ykÞ ¼

P1
t¼1Ct;0ðzÞzt þ

Pk
j¼1

P1
t¼1Ct;jðzÞyt

j þ GðzÞ and sj(z) = z � x[j�1](z). A distinctive
feature of Eq. (1.2) is to include the sum of infinitely many terms in contrast to our previous considered equa-
tions [3,4,5,6,7].

Throughout this paper, we will assume that
(H1) Functions Ct;jðzÞ ðt 2 N; j ¼ 0; 1; . . . ; kÞ and G(z) are all analytic in jzj < r (r > 0), and for each

j = 0,1, . . . ,k, the series
P1

t¼1Ct;jðz1Þzt
2 converges for a definite pair of nonzero complex z1, z2 with jz1j < r.

(H2) Gð0Þ ¼ a 2 C n f0g.
As our previous works [3,4,5,6,7], we still reduce Eq. (1.2) with x(z) = y(ay�1(z)), called the Schröder trans-

formation sometimes, to the auxiliary equation

ay 0ðazÞ ¼ y 0ðzÞ
Xk

j¼0

X1
t¼1

Ct;jðyðzÞÞðyðajzÞÞt þ GðyðzÞÞ
" #

: ð1:3Þ

By constructing a convergent power series solutions y(z) of Eq. (1.3), invertible analytic solutions of the form
y(ay�1(z)) for Eq. (1.2) are obtained. Known in [3,4,5,6,7], the existence of analytic solutions for such equa-
tions is closely related to the position of a in the complex plane. In this paper, we will distinguish three different
cases on a:

(C1) 0 < jaj < 1;
(C2) a ¼ e2pih; h 2 R nQ and h is a Brjuno number [8,9]: BðhÞ ¼

P1
n¼0

log qnþ1

qn
<1, where {pn/qn} denotes the

sequence of partial fraction of the continued fraction expansion of h;
(C3) a = e2piq/p for some integer p 2 N with p P 2 and q 2 Z n f0g, and a 5 e2pin/v for all 1 6 v 6 p � 1 and
n 2 Z n f0g.

We observe that a is inside the unit circle S1 in case (C1) but on S1 in the rest cases. More difficulties are
encountered for a on S1 since the small divisor an � 1 is involved in the latter (2.4). Under Diophantine con-
dition: ‘‘a = e2pih, where h 2 R nQ and there exist constants f > 0 and d > 0 such that jan � 1jP f�1n�d for all
n P 1,’’ the number a 2 S1 is ‘‘far’’ from all roots of the unity and was considered in different settings
[3,4,5,6,7]. Since then, we have been striving to give a result of analytic solutions for those a ‘‘near’’ a root
of the unity, i.e., neither being roots of the unity nor satisfying the Diophantine condition. The Brjuno con-
dition in (C2) provides such a chance for us. Moreover, we also discuss the so-called the resonance case, i.e. the
case of (C3).

2. Auxiliary equation in cases (C1) and (C2)

In this section, we discuss local invertible analytic solutions of Eq. (1.3) with the initial condition

yð0Þ ¼ 0; y 0ð0Þ ¼ c 6¼ 0; c 2 C: ð2:1Þ
In order to study the existence of analytic solutions of (1.3) under the Brjuno condition, we first recall

briefly the definition of Brjuno numbers and some basic facts. As stated in [10], for a real number h, we let
[h] denote its integer part and {h} = h � [h] its fractional part. Then every irrational number h has a unique
expression of the Gauss’ continued fraction

h ¼ d0 þ h0 ¼ d0 þ
1

d1 þ h1

¼ � � � ;

denoted simply by h = [d0,d1, . . . ,dn, . . .], where dj’s and hj’s are calculated by the algorithm: (a) d0 = [h],

h0 = {h}, and (b) dn ¼ 1
hn�1

h i
, hn ¼ 1

hn�1

n o
for all n P 1. Define the sequences ðpnÞn2N and ðqnÞn2N as follows:

q�2 ¼ 1; q�1 ¼ 0; qn ¼ dnqn�1 þ qn�2;

p�2 ¼ 0; p�1 ¼ 1; pn ¼ dnpn�1 þ pn�2:

It is easy to show that pn/qn = [d0,d1, . . . ,dn]. Thus, for every h 2 R nQ we associate, using its convergence, an

arithmetical function BðhÞ ¼
P

nP0
log qnþ1

qn
. We say that h is a Brjuno number or that it satisfies Brjuno
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