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Abstract

In this paper, first we introduce, briefly, pseudo-spectral method for numerical solution of ODE’s and focus on those
problems in which some of coefficient functions or solution function are singular. Then, by expressing weak and strong
aspects of spectral methods to solve these kind of problems, a modified pseudo-spectral method which is more efficient
than other spectral methods is suggested. We compare the methods with some numerical examples.
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1. Introduction

The spectral methods arise from the fundamental problem of approximation of a function by interpolation
on an interval, and are very much successful for the numerical solution of ordinary or partial differential equa-
tions [1]. Since the time of Fourier (1882), spectral representations in analytic study of differential equations
are used and their applications for numerical solution of ordinary differential equations refers, at least, to the
time of Lanczos [2]. A survey of some applications is given in [3].

Spectral methods may be viewed as an extreme development of the class of discretization scheme for dif-
ferential equations known generally as the method of weighted residuals (MWR) [5]. The key elements of the
MWR are the trial functions (also called approximating functions) which are used as basis functions for a
truncated series expansion of the solution, and the test functions (also known as weight functions) which
are used to ensure that the differential equation is satisfied as closely as possible by the truncated series expan-
sion. The choice of such functions distinguishes between the three most commonly used spectral schemes,
namely, Galerkin, collocation (also called pseudo-spectral) and Tau version. The Tau approach is a modifi-
cation of Galerkin method that is applicable to problems with non-periodic boundary conditions. In broad
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terms, Galerkin and Tau methods are implemented in terms of the expansion coefficients [4], whereas
collocation methods are implemented in terms of physical space values of unknown function.

The basic idea of spectral methods to solve differential equations is to expand the solution function as a
finite series of very smooth basis functions, as given

yN ðxÞ ¼
XN

k¼0

ak/kðxÞ; ð1:1Þ

in which, the best choice of /k, are the eigenfunctions of a singular Sturm–Liouville problem. If the function y

belongs to C1[a,b], the produced error of approximation (1.1), when N tends to infinity, approaches zero with
exponential rate [1]. This phenomenon is usually referred to as ‘‘spectral accuracy’’. [3]. The accuracy of deriv-
atives obtained by direct, term by term, differentiation of such truncated expansion naturally deteriorates [1],
but for low order derivatives and sufficiently high- order truncations this deterioration is negligible. So, if solu-
tion function and coefficient functions are analytic on [a,b], spectral methods will be very efficient and suitable.

2. Pseudo-spectral method

In this section, we briefly introduce pseudo-spectral method. For this reason, first we consider the following
differential equation:

Ly ¼
Xm

i¼0

fm�iðxÞDiy ¼ f ðxÞ; x 2 ½�1; 1�; ð2:1Þ

Ty ¼ C; ð2:2Þ
where fi, i = 0,1, . . . ,m, f, are known real functions of x, Di denotes ith order of differentiation with respect to
x, T is a linear functional of rank N and C 2 Rm.

Here (2.2) can be initial, boundary or mixed conditions. The basic of spectral methods to solve this class of
equations is to expand the solution function, y, in (2.1) and (2.2), as a finite series of very smooth basis func-
tions, as given below:

yN ðxÞ ¼
XN

k¼0

akT kðxÞ; ð2:3Þ

where, fT kðxÞgk
0 is the sequence of Chebyshev polynomials of the first kind. With replacing y by yN in (2.2), we

define residual term by rN(x) as follows:

rN ðxÞ ¼ LyN � f : ð2:4Þ
In spectral methods, the main target is to minimize rN(x) as much as possible with regard to (2.2). Implemen-
tation of these methods lead to a system of linear equations with N + 1 equations and N + 1 unknowns
a0,a1, . . . ,aN.

In the rest of this section, we discuss only one of the three spectral methods, namely, collocation (also
known as pseudo-spectral) method, also we use Tau method for numerical solution of second order linear dif-
ferential equations to compare the results with pseudo-spectral method. It is to be noted that this discussion
can be extended to the general form Eqs. (2.1) and (2.2).

Consider the following differential equation:

P ðxÞy 00 þ QðxÞy0 þ RðxÞy ¼ SðxÞ; x 2 ð�1; 1Þ;
yð�1Þ ¼ a; yð1Þ ¼ b:

ð2:5Þ

First, for an arbitrary natural number N, we suppose that the approximate solution of Eq. (2.5) is given by
(2.3), where a = (a0,a1, . . . ,aN)t 2 RN+1 is the coefficients vector and fT kðxÞgk

0 is the sequence of Chebyshev
polynomials of the first kind. Now if we put

V ðxÞ ¼
XN

k¼0

akT kðxÞ; ð2:6Þ
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