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Abstract

An approximation algorithm for solving a sort of non-smooth programming is proposed. In the programming, the
objective function is the Hölder function and the feasible region is contained in a rectangle (viz. hyper-rectangle). To estab-
lish the algorithm, the properties of the Hölder function and an approximation of the function by using Bernstein a-poly-
nomial are studied. According to the properties of the approximation polynomial and the algorithm for solving geometric
programming, the strategy for branching and bounding and the branch-and-bound algorithm are constructed to solve the
programming. The convergence of the algorithm can be guaranteed by the exhaustive of the bisection of the rectangle. The
feasibility of the algorithm is validated by solving an example.
� 2006 Elsevier Inc. All rights reserved.

Keywords: Hölder function; Non-smooth programming; Approximation polynomial; Geometrical programming; Branch-and-bound
algorithm

1. Introduction

The following model is called as non-smooth programming

ðNSPÞ
min f ðxÞ
s:t: giðxÞ 6 0 ði ¼ 1; 2; . . . ;mÞ;

hjðxÞ ¼ 0 ðj ¼ 1; 2; . . . ; nÞ;

8><>:
where there exists one non-smooth function in f(x), gi(x)(i = 1,2, . . . ,m) and hj(x)(j = 1,2, . . . ,n). The study for
solving the programming has attracted much attention since the programming is widely existed in practical
engineering and the penalty function of a constrained smooth programming is generally a non-smooth func-
tion. According to the properties of the programming and the study on smooth programming, the necessary
and sufficient conditions and the basic methods are established to solve the programming (see [1–3]). And
some modern methods for solving smooth programming are applied to solve the programming, such as bundle
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method, trust region method, reformed Newton method and SQP method, which is a successive approxima-
tion method with quadratic programming (see [4–9]). Some of these methods has requests or restrictions on
smoothness or convexity to the function in the programming. The typical example is the Lipschitz optimiza-
tion in which the Lipschitzian continuity is assumed to the objective and constraint function (see [10,11]). Can
these restrictions be weakened in model (NSP)? These motivate us to study the properties of the Hölder func-
tion, the approximation of the function by using Bernstein a-polynomial and the strategy for branching and
bounding. Our goal is to develop a new method for solving the programming where the objective function and
constrained functions are all Hölder continues (see [12]).

The content of this paper is as follows. In Section 2 we review the properties of the Hölder function and the
approximation of the function by using Bernstein a-polynomial. In Section 3 we construct the algorithm and
study the convergence of the algorithm for solving the programming. In Section 4 we give a numerical example
to illuminate the feasibility of the algorithm. We end the paper with the conclusion of the paper in Section 5.

2. The properties of Hölder function

2.1. Hölder function

In this section we review the concept of Hölder function and study several properties of the function.

Definition 1. Let f(x) be a real function on P ð� RnÞ, f(x) is called a Hölder function on P (or Hölder
continuous) if there exist constant L = L(f,P) > 0 and c > 0 such that

jf ðx2Þ � f ðx1Þj 6 Lkx2 � x1kc for all x1; x2 2 P ; ð1Þ
where constants L = L(f,P) > 0 and c > 0 are called Hölder constants of f(x).

In the definition the norm kÆk is the general Euclidean norm. In practice, the following lp� norm is often
adopted

kxkp ¼
Xs

i¼1

jxijp
 !1

p

ð1 6 p 61Þ; ð2Þ

where kxk1 = maxi=1,. . .,sjxij.
Obviously, Hölder function f(x) is a Lipshchitz function on P when c = 1, that is, Lipshchitz function is a

special kind of Hölder function. Even so, the continuity of them is alike, and other properties of them are anal-
ogous as well.

Lemma 2. Let f(x),g(x),fi(x) (i = 1, . . . ,m) be Hölder functions on the compact set P � Rs, then for any x 2 P,

there exists a neighborhood U(x) at x, such that

(i) Every linear combination of fi(x) (i = 1, . . . ,m) is a Hölder function on U(x) \ P;

(ii) maxi=1,. . .,mfi(x) and mini=1,. . .,mfi(x) are Hölder functions on U(x) \ P;

(iii) f(x) Æg(x) is a Hölder function on U(x) \ P.

Proof. The constructive method may be used in the proofs of (i)–(iii). The proof of maxi=1,. . .,mfi(x) in (ii) is
given here, the others are similar.

Suppose Li and ci (i = 1, . . . ,m) are Hölder constants of function fi(x) (i = 1, . . . ,m), respectively, by the
Definition 1, we have following inequalities:

jfiðx2Þ � fiðx1Þj 6 Likx2 � x1kci for all x1; x2 2 P ði ¼ 1; . . . ;mÞ: ð3Þ

Let

F ðxÞ ¼ max
i¼1;...;m

fiðxÞ ð4Þ
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