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a b s t r a c t

This paper is concerned with a sequentially semidefinite programming (SSDP) algorithm
for solving nonlinear semidefinite programming problems (NLSDP), which does not use a
penalty function or a filter. This method, inspired by the classic SQP method, calculates a
trial step by a quadratic semidefinite programming subproblem at each iteration. The trial
step is determined such that either the value of the objective function or the measure of
constraint violation is sufficiently reduced. In order to guarantee global convergence, the
measure of constraint violation in each iteration is required not to exceed a progressively
decreasing limit. We prove the global convergence properties of the algorithm under mild
assumptions. We also analyze the local behaviour of the proposed method while using a
second order correction strategy to avoid Maratos effect. We prove that, under the strict
complementarity and the strong second order sufficient conditions with the sigma term,
the rate of local convergence is superlinear. Finally, some numerical results with nonlinear
semidefinite programming formulation of control design problemwith the data contained
in COMPleib are given.
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1. Introduction

We consider the following nonlinear semidefinite programming problem (NLSDP)

min f (x),
s. t. h(x) = 0,

G(x) ≼ 0,
(1.1)

where f : Rn
→ R, h : Rn

→ Rp,G : Rn
→ Sm are smooth functions, Sm denotes the set of mth order real symmetric

matrices. In this article we use the inner product ⟨A, B⟩ = trace(AB) for all matrices A, B ∈ Sm. ≼ denotes the negative
semidefinite order (that is A ≼ BiffA − B is a negative semidefinite matrix). A ∈ Sm

−
means A ≼ 0. The order relations ≺,≽

and ≻ are defined similarly.
Nonlinear semidefinite programming has recently become a focal point in optimization research, because such problems

arise in many application fields, which include modeling in feedback control [1], structural optimization [2], truss design
problems [3], robust control [4], and so forth. Basic theoretical issues of NLSDP such as optimality conditions, stability
analysis, constraint nondegeneracy and duality theory have been studied, see [5,6] and the references therein. Some

✩ The work was supported by Chinese NSF grant 11371273 and Science & Technology Department of Jiangsu Province (No. BK20140503).
∗ Corresponding author.

E-mail addresses: johnzqzq@163.com (Q. Zhao), zwchen@suda.edu.cn (Z. Chen).

http://dx.doi.org/10.1016/j.cam.2016.05.007
0377-0427/© 2016 Elsevier B.V. All rights reserved.

http://dx.doi.org/10.1016/j.cam.2016.05.007
http://www.elsevier.com/locate/cam
http://www.elsevier.com/locate/cam
http://crossmark.crossref.org/dialog/?doi=10.1016/j.cam.2016.05.007&domain=pdf
mailto:johnzqzq@163.com
mailto:zwchen@suda.edu.cn
http://dx.doi.org/10.1016/j.cam.2016.05.007


2 Q. Zhao, Z. Chen / Journal of Computational and Applied Mathematics 308 (2016) 1–19

algorithms for solving NLSDP have been proposed. Mosheyev et al. [7] proposed a penalty/barrier multiplier method for
solving convex SDP problems with a linear matrix inequality constraint. Kočvara and Stingl [8] developed a computer code
PENNON for solving NLSDP, in which the augmented Lagrangian function method was used. Fares et al. [9] also applied an
augmented Lagrangian method to a class of LMI-constraint problems. Yamashita et al. [10] proposed a primal–dual interior
point method for NLSDP, which consists of the outer iteration that finds a KKT point and the inner iteration that calculates
an approximate barrier KKT point.

Due to the good behaviour of the SQP method for nonlinear programming, some researchers have generalized the
SQP method to solve NLSDP. Fares et al. [4] applied sequential semidefinite programming (SSDP) technique for robust
control problems. Correa and Ramirez [11] proposed a line search SSDP method for solving NLSDP and analyzed its global
convergence properties. These methods solve a quadratic semidefinite programming subproblem at each iteration to
generate a search direction and use the l1 exact penalty function as a merit function, which determines whether to accept
the trial step or not.

In this paper, a new line search SSDP algorithm for (1.1) is proposed. Since a SSDP algorithm with l1 exact penalty
function may become less effective when the penalty factor becomes too large, the new algorithm does not use any penalty
function. As a result of that defect, some researchers already extended the filter-SQP idea [12] – a kind of penalty-free
method – to solve NLSDP. For example, Gómez and Ramirez [13] proposed a filter algorithm while Chen and Miao [14]
proposed a penalty-free method with trust-region framework for NLSDP. They all analyzed the global convergence of the
proposed algorithm.We borrow ideas from another penalty-freemethod (see Chen et al. [15] andGe et al. [16]) for nonlinear
programming and propose a new algorithm for NLSDP. This algorithmuses a successively decreasing limit on themeasure of
constraint violation as a safeguard for feasibility while the trial step is determined such that either the value of the objective
function or the measure of the constraint violation is sufficiently reduced. Under mild assumptions, the global convergence
of the proposed algorithm is analyzed. Since the problem (1.1) contains a semidefinite constraint, some definitions and
deductions are much different comparing to that in [15,16]. The generalization of this penalty-free method is not trivial.

The local properties for SSDP method, such as convergence rate and sensitivity have been studied by some researchers,
see [4,11,17–19]. Those analyses are extensions based on some SQP-frame local convergence results. However, to our
knowledge, in the papers which discuss local superlinear convergence rate of the SSDP method, a full size step is taken
as default [4,17,19]. In the new algorithm, we do not assume that a full size step is taken as default. This may lead to the
rejection of a superlinear convergent step, which is known as the Maratos effect in classic SQP method. To overcome this
defect, we adapt a second-order correction technique to modify the algorithm and prove that a full size step with this
modification can be accepted for k sufficiently large. It should be pointed out that the algorithm uses an approximatematrix
for the Hessianmatrix of the Lagrangian function, which is also different from [11,19]. Under the strict complementarity and
the strong second order sufficient condition with the sigma term, we prove that the sequence generated by the modified
algorithm has local superlinear convergence rate.

The paper is organized as follows. In Section 2, we will introduce some notations and preliminaries. In Section 3, we
present the algorithmand analyze its global convergence properties. In Section 4wediscuss the local convergence properties
of the modified algorithm. In Section 5, the preliminary numerical results are reported. Finally some remarks are given.

2. Notations and preliminaries

Throughout this paper, we define g(x) = ∇f (x) and ∇
2f (x) as the gradient and the Hessian matrix of the objective

function f (x), respectively. Dh(x) as the p × n Jacobian matrix of h(x), i.e.,

(Dh(x))T = (∇h1(x),∇h2(x), . . . ,∇hp(x)).

A linear operator DG(x) is defined as

DG(x) =


∂G(x)
∂x1

,
∂G(x)
∂x2

, . . . ,
∂G(x)
∂xn


and

DG(x)d :=

n
i=1

∂G(x)
∂xi

di, ∀d ∈ Rn.

The formula for the adjoint operator DG(x)T is

DG(x)TZ :=


∂G(x)
∂x1

, Z

,


∂G(x)
∂x2

, Z

, . . . ,


∂G(x)
∂xn

, Z
T

, ∀Z ∈ Sm.

The operator D2G(x) : Rn
× Rn

→ Sm, obtained from the second derivative of G(x), is defined by

dTD2G(x)d̃ =

n
i,j=1

did̃j
∂2G(x)
∂xi∂xj

.
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