
Journal of Computational and Applied Mathematics 300 (2016) 300–311

Contents lists available at ScienceDirect

Journal of Computational and Applied
Mathematics

journal homepage: www.elsevier.com/locate/cam

Error analysis of reproducing kernel Hilbert space method for
solving functional integral equations
Esmail Babolian, Shahnam Javadi, Eslam Moradi ∗
Department of Mathematics, Faculty of Mathematical Sciences and Computer, Kharazmi University, 50 Taleghani Avenue, 1561836314
Tehran, Iran

a r t i c l e i n f o

Article history:
Received 4 October 2014
Received in revised form 4 January 2016

Keywords:
Reproducing kernel Hilbert space method
Volterra integral equations
Error analysis

a b s t r a c t

This paper is devoted to error analysis of reproducing kernel Hilbert space method for
solving linear and nonlinear Volterra integral equations in some reproducing kernel Hilbert
spaces. Finally, some examples are given to illustrate and confirm error analysis of the
method.
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1. Introduction

In recent decades, the reproducing kernel Hilbert space method has been considered by many authors. Reproducing
kernel Hilbert space method is an effective method for solving many problems, including ordinary differential equations,
partial differential equations, integro-differential equations, integral equations, and so on [1–20]. For instance we can
mention the following works. In 1986, Cui [5] gave the reproducing kernel space W 1

2 [a, b] and its reproducing kernel. Du
and Cui [7,8] applied reproducing kernel Hilbert space method for approximate solution of the Fredholm integral equation
of the first kind, Chen and Zhou [4] solved singular integral equations by reproducing kernel Hilbert space method, Yang
et al. [19] discussed about the solution of a system of linear Volterra integral equations and solvability of a class of Volterra
integral equations with weakly singular kernel was investigated in [2,3,13].

However, the error analysis of reproducing kernel Hilbert space method as well as the deployment method for solving
problems is not considered. Among the studies that have been conducted in this area can be noted the following:

Ketabchi et al. [14] established some error estimates of the reproducing kernel method in solving Volterra integral
equations, Geng [9] prepared an error estimate for the method in solving integral equations of the third kind, Lin and
Wu [15] found some error estimates of the method in solving a linear second order two-point boundary value problem
and Geng et al. [12] reported some error estimates of the method in solving a singularly perturbed turning point problem
with an interior layer.

In a recent article Ketabchi et al. (see [14]) have shown that the convergence of the reproducing kernel Hilbert space
method for solving Volterra integral equations in the reproducing kernel spaces W 1

2 [0, 1] and W 2
2 [0, 1] is of orders O(h)

and O(h2), respectively. But here we have generalized the convergence of the method in arbitrary space Wm
2 [a, b], for each

positive integer m. Also, we have established the order of convergence of the method for first-order until (m − 1)th-order
derivatives of the solution in spaceWm

2 [a, b]. In addition, we have used the weaker assumption (i.e. instead of continuity of
themth-order derivative of the exact solution, it is sufficient that (m − 1)th-order derivative be Lipschitz continuous).
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This paper investigates the error analysis of reproducing kernel Hilbert space method for solving Volterra integral
equations of the second kind

u(x) = f (x, u(x)), a ≤ x ≤ b, (1.1)

where

f (x, u(x)) = g(x)+

 x

a
k(x, t)N (u(t))dt, a ≤ x ≤ b,

in which functions g(x), k(x, t) and operator N are considered such that Eq. (1.1) has a unique solution.
The structure of this paper is as follows. In the following section, we first introduce the reproducing kernel Hilbert space

Wm
2 [a, b], and then solve Eq. (1.1) with reproducing kernel Hilbert space method. Section 3 is devoted to the error analysis

of reproducing kernel Hilbert space method. Some numerical examples are presented in Section 4. We end the paper with
a few conclusions.

2. Reproducing kernel Hilbert space method

In this section, we select the required definitions and theorems of [1–20] and represent some useful materials.

Definition 2.1. Let

H = {f (x)|f (x) is a real valued function, x ∈ X, X is an abstract set}

be a Hilbert space, with inner product

⟨f (.), g(.)⟩H , f (x), g(x) ∈ H .

If there exists a function R(x, .) ∈ H for each fixed x ∈ X and for any f (x) ∈ H

⟨f (.), R(x, .)⟩H = f (x),

then R(x, .) is called the reproducing kernel of H and Hilbert space H is called the reproducing kernel space.

Definition 2.2. Form ∈ N the function spaceWm
2 [a, b] is defined as follows:

Wm
2 [a, b] = {u(x)|u(m−1)(x) is an absolutely continuous function, u(m)(x) ∈ L2[a, b]}.

The inner product and the norm in the function spaceWm
2 [a, b] are defined as

⟨f , g⟩m =

m−1
i=0

f (i)(a)g(i)(a)+

 b

a
f (m)(τ )g(m)(τ ) dτ , f , g ∈ Wm

2 [a, b]

and

∥f ∥m =


⟨f , f ⟩m, f ∈ Wm
2 [a, b].

Let us assume that function R{m}(x, t) ∈ Wm
2 [a, b] satisfies the following generalized differential equation

(−1)m
∂2mR{m}(x, t)

∂t2m
= δ(t − x),

∂ jR{m}(x, t)
∂t j


t=a

− (−1)j
∂m+jR{m}(x, t)

∂tm+j


t=a

= 0, j = 0, . . . ,m − 1,

∂m+jR{m}(x, t)
∂tm+j


t=b

= 0, j = 0, . . . ,m − 1.

(2.1)

where δ is Dirac delta function. Therefore, the following theorem holds.

Theorem 2.3. Under the assumptions of the system (2.1), Hilbert space Wm
2 [a, b] is a reproducing kernel Hilbert space with the

reproducing kernel function R{m}(x, t), namely for each u(t) ∈ Wm
2 [a, b] and any fixed x ∈ [a, b], it follows that

⟨u(.), R{m}(x, .)⟩m = u(x).

While x ≠ t , function R{m}(x, t) is the solution of the following constant linear homogeneous differential equation of order
2m,

(−1)m
∂2mR{m}(x, t)

∂t2m
= 0, (2.2)
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