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a b s t r a c t

The structured low-rank approximation problem for general affine structures, weighted
2-norms and fixed elements is considered. The variable projection principle is used to
reduce the dimensionality of the optimization problem. Algorithms for evaluation of the
cost function, the gradient and an approximation of the Hessian are developed. For m× n
mosaic Hankel matrices the algorithms have complexity O(m2n).
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1. Introduction

An affine matrix structure is an affine map from a structure parameter space Rnp to a space of matrices Rm×n, defined by

S (p) = S0 +
np
i=1

pkSk, (S )

where Sk ∈ Rm×n. Without loss of generality, we can consider only the case m ≤ n. The structured low-rank approximation
is the problem of finding the best low-rank structure-preserving approximation of a given data matrix [1,2].

Problem 1 (Structured Low-Rank Approximation). Given an affine structure S , data vector pD ∈ Rnp , norm ∥ · ∥ and natural
number r < min(m, n)

minimizep∈Rnp
∥pD −p∥ subject to rankS (p) ≤ r. (SLRA)
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In this paper, we consider the case of a weighted 2-norm, given by

∥p∥2W := p⊤Wp, W ∈ Rnp×np , (∥ · ∥2W)

where W is

• either a symmetric positive definite matrix,
• or a diagonal matrix

W = diag(w1, . . . , wnp), wi ∈ (0;∞], (w→ W)

where∞ · 0 = 0 by convention. A finiteness constraint ∥pD −p∥2W < ∞ is additionally imposed on (SLRA). Problem
(SLRA)with theweighted norm (∥ · ∥2W) given by (w→ W) is equivalent to (SLRA)with an element-wise weighted 2-norm

∥p∥2w =


wi≠∞

wip2i ,

and a set of fixed values constraints

(pD)i =pi for all i with wi = ∞.

The structured low-rank approximation problemwith theweighted 2-norm appears in signal processing, computer algebra,
identification of dynamical systems, and other applications. We refer the reader to [1,2] for an overview. In this paper, we
consider general affine structures (S ) and, in particular, structures that have the form

S (p) = ΦHm,n(p), (ΦHm,n)

where Φ is a full row rank matrix and Hm,n is a mosaic Hankel [3] matrix structure.
Many data modeling problems can be reduced to (SLRA) with the structure (ΦHm,n) and weighted norm, defined by

(w→ W), see [1,4]. In data modeling, the number of rows m usually has the meaning of the model complexity and the
number of columns n is of the same order as the number of data points [2]. Typically, the case m ≪ n is of interest, i.e.
approximation of a large amount of data by a low-complexity model.

1.1. Mosaic Hankel structure

A mosaic Hankelmatrix structure Hm,n [3] is a map defined by two integer vectors

m =

m1 · · · mq


∈ Nq and n =


n1 · · · nN


∈ NN (m,n)

as follows:

Hm,n(p) :=

Hm1,n1(p
(1,1)) · · · Hm1,nN (p(1,N))

...
...

Hmq,n1(p
(q,1)) · · · Hmq,nN (p(q,N))

 , (Hm,n)

where

p = col(p(1,1), . . . , p(q,1), . . . , p(1,N), . . . , p(q,N)), p(k,l)
∈ Rmk+nl−1, (p)

is the partition of the parameter vector, and Hm,n : Rm+n−1
→ Rm×n is the Hankel structure

Hm,n(p) :=



p1 p2 p3 · · · pn

p2 p3 . .
.

pn+1

p3 . .
. ...

... pm+n−2
pm pm+1 · · · pm+n−2 pm+n−1

 .

Note that the number of parameters for (Hm,n) is equal to

np = N
q

k=1

mk + q
N
l=1

nl − Nq,

the number of columns is equal to
q

k=1 mk, and the number of rows is
N

l=1 nl.
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