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a b s t r a c t

In this paper, we study efficient methods for computing the integrals of the form
 1
0 xa(1−

x)bf (x)Jv(ωx)dx, where a, b, v, ω are the given constants and ω ≫ 1, Jv is the Bessel
function of the first kind and of order v, f is a sufficiently smooth function on [0, 1].
Firstly, we express the moments in a closed form with the aid of special functions.
Secondly, we induce the Filon-type method based on the Taylor interpolation polynomial
at two endpoints and the Hermite interpolation polynomial at Clenshaw–Curtis points
on evaluating the highly oscillatory Bessel integrals with algebraic singularity. Theoretical
results and numerical experiments perform that themethods are very efficient in obtaining
very high precision approximations if ω is sufficiently large.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The problem of evaluating the highly oscillatory Bessel integrals 1

0
xa(1 − x)bf (x)Jv(ωx)dx, a > −1, b > −1, a + v > −1, (1.1)

where f is a sufficiently smooth real-valued function, Jv(ωx) denotes the Bessel function of the first kind and of order
v, and ω is large. It is well known that (1.1) has wide applications in physics and engineering sciences (see [1–5]). For
−1 < a, b < 0 andω ≫ 1, the integrand xa(1−x)bf (x)Jv(ωx) becomes highly oscillatory and singular, and presents serious
difficulties in obtaining numerical convergence of the integrations. This means that some general numerical methods may
not be immediately applicable to the integrand. It is easy to see that the study on (1.1) covers the more general integration
interval [0, ρ] by the following identity ρ

0
xa(ρ − x)bf (x)Jv(ωx)dx = ρa+b+1

 1

0
ta(1 − t)bg(x)Jv(ω̃t)dt, (1.2)

where ω̃ = ρω and g(t) = f (ρt).
When the frequency parameter ω in (1.1) is large, the integrand is highly oscillatory. In this case, a prohibitively large

number of quadrature nodes is needed if one uses a quadrature rule based on polynomial interpolation of the integrand. It
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implies that the use of standard quadrature rules for
 1
0 f (x)Jv(ωx)dx is not efficient owing to the highly oscillatory character

of the integrand (see [6–18]). Therefore, one has to resort to distinctive numerical methods. For
 1
0 f (x)Jv(ωx)dx, some

special methods are used by integrating between zeros (see [6], pp. 118; [16,17]) or the modified Clenshaw–Curtis method
is proposed [18]. Numerical approximation of

 b
a f (x)Jv(ωx)dx (here a ≥ 0 and b > 0) has been studied extensively in recent

years (see [14–25]) and the references therein). To our knowledge, there is not so rich literature for the case of the oscillatory
and singular integrands.

In 1928, Filon [12] introduced Filon method for oscillatory integrals of the forms b

a
f (x) sin(ωx)dx and


∞

0

f (x)
x

sin(ωx)dx. (1.3)

For more details, one can refer to [12].
Based on the generalization of Filon’s ideas, Iserles and Nørsett [13] developed Filon-type method for computing b

a f (x)eiωg(x)dxwhere they were able to get better values by the use of the exact interpolation of f and its derivatives at the
endpoints and stationary points. This can be accomplished using Hermite interpolation. Choose the points cl and integers θl,
l = 1, . . . , v, and assume that there exists the polynomial f̃ which satisfies

f̃ (j)(cl) = f (j)(cl), j = 0, . . . , θl, l = 1, . . . , v. (1.4)

This interpolating polynomial can be written as a linear combination of function values and derivatives of f at the nodes cl,
that is,

f̃ (x) =

v
l=1

θl
j=0

f (j)(cl)ψl,j(x). (1.5)

Then the Filon-type method can be defined by

Q F
s [f ] =

 b

a
f̃ (x)eiωg(x)dx =

v
l=1

θl
j=0

wl,jf (j)(cl), (1.6)

where the general momentswl,j =
 b
a ψl,j(x)eiωg(x)dx.

Clenshaw and Curtis [7] proposed a method for numerical integration that expands the integrand f (x) in terms of
Chebyshev polynomials in 1961. To avoid the Runge phenomenon, the use of Clenshaw–Curtis points is amuch better choice
than equally spaced points (see [9–11]). Inspired by this idea, the Clenshaw–Curtis method and the Clenshaw–Curtis–Filon-
type method have been developed for computing

 b
a f (x)Jv(ωx)dx (see [18,20,22]). In [20], Xiang, Cho, Wang and Brunner

show the Clenshaw–Curtis points are not only a set of very good nodes for polynomial interpolations but also suitable for
the computation of highly oscillatory integrals.

In this paper, we focus on the Filon-type method. With aid of two-point Taylor polynomial, we have a new scheme of
the Filon-type method. Moreover, we draw our attention on the Clenshaw–Curtis points. As a result, we induce a Filon-type
method at the Clenshaw–Curtis points for Bessel integrals with algebraic singular and oscillatory integrands.

In the sequel, we give the explicit computation of the moments
 1
0 xa(1 − x)bJv(ωx)dx by means of some special

functions. Section 2.2 shows the Filon-type method by means of two-point Taylor polynomial and the error of the proposed
method. In Section 2.3 we give the Filon-type method based on the Clenshaw–Curtis points for (1.1) and show the uniform
convergence of this method. Preliminary numerical examples show that two Filon-type method are efficient and accurate
for approximating the integrals (1.1).

2. Numerical schemes

2.1. Evaluations of the generalized moments

In this section, we first show a formula for computing the generalized moments 1

0
xα(1 − x)β Jv(ωx)dx (2.1)

in explicitly. Next, an order of (2.1) is given by means of the bounds of special functions.
The moments (2.1) can be denoted by the hypergeometric function (see [26], pp. 193) 1

0
xα(1 − x)β Jv(ωx)dx =

Γ (β + 1)Γ (α + v + 1)2F3

α+v+1

2 , α+v+2
2 ; v + 1, α+β+v+2

2 ,
α+β+v+3

2 ; −
ω2

4


2vω−vΓ (v + 1)Γ (α + β + v + 2)

,

when ℜ(β) > −1,ℜ(α + β) > −2, (2.2)
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