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a b s t r a c t

In this paper, we consider a class of nonlinear semi-infinite optimization problems. These
problems involve continuous inequality constraints that need to be satisfied at every
point in an infinite index set, as well as conventional equality and inequality constraints.
By introducing a novel penalty function to penalize constraint violations, we form an
approximate optimization problem in which the penalty function is minimized subject to
only bound constraints.We then show that this penalty function is exact—that is, when the
penalty parameter is sufficiently large, any local solution of the approximate problem can
be used to generate a corresponding local solution of the original problem. On this basis,
the original problem can be solved as a sequence of approximate nonlinear programming
problems. We conclude the paper with some numerical results demonstrating the
applicability of our approach to PID control and filter design.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we consider semi-infinite programming problems of the following form:
minimize f (x) (1a)
subject to ϕi(x, ω) ≤ 0, ω ∈ Ωi, i ∈ C, (1b)
gi(x) ≤ 0, i ∈ I, (1c)
hi(x) = 0, i ∈ E, (1d)
aj ≤ xj ≤ bj, j = 1, . . . , n, (1e)

where x = [x1, . . . , xn]⊤ ∈ Rn is the decision vector; f , gi, hi : Rn
→ R andϕi : Rn

×Ωi → R are continuously differentiable
functions; aj and bj are given constants satisfying aj < bj; and Ωi ⊂ R are compact intervals of positive measure. We refer
to this problem as Problem (P).

IfC = ∅, then Problem (P) is a standard nonlinear programming problem that can be solved efficiently usingwell-known
methods such as sequential quadratic programming (see [1,2]). Thus, the main difficulty with Problem (P) is the continuous
inequality constraints (1b), which arise in a wide range of important applications such as signal processing [3], circuit
design [4,5], and optimal control [6,7]. Each continuous inequality constraint in (1b) actually defines an infinite number
of constraints—one for each point in Ωi.

Teo and Goh in [8] have proposed a simple approach for tackling Problem (P). This approach involves transforming the
continuous inequality constraints (1b) into the following set of equivalent equality constraints:

ci


Ωi


max{ϕi(x, ω), 0}

2
dω = 0, i ∈ C, (2)
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where ci > 0, i ∈ C are given weights. Thus, the continuous inequality constraints are replaced by a finite set of equality
constraints, and the resulting optimization problemcan, in principle, be solved using conventional techniques. The downside
of this approach, however, is that the equality constraints (2) do not satisfy the standard linear independence constraint
qualification, and thus numerical convergence cannot be guaranteed.

To overcome this limitation, Jennings and Teo in [9] proposed an alternative method in which the continuous inequality
constraints (1b) are approximated as follows:

Ωi

Lϵ(ϕi(x, ω))dω ≤ τ , i ∈ C, (3)

where ϵ > 0 and τ > 0 are adjustable parameters and Lϵ : R → R is a smooth approximation of max{·, 0}. The
approximating function Lϵ is specially designed so that Lϵ(η) ≥ 0 and Lϵ(η) → max{η, 0} as ϵ → 0. Replacing (1b)
with (3) yields an approximate nonlinear programming problem. It can be shown that for each ϵ > 0, if τ is chosen
sufficiently small, then any solution of the approximate problem is feasible for Problem (P). Furthermore, the optimal cost
of the approximate problem converges to the optimal cost of Problem (P) as ϵ → 0. On this basis, a solution of Problem (P)
can be obtained by solving a sequence of approximate problems, where the parameters ϵ and τ are adjusted appropriately
according to certain rules.

This idea was further developed in [10] with the introduction of the following penalty function, which is based on the
constraint approximation (3):

f (x) + σ

i∈C


Ωi

Lϵ(ϕi(x, ω))dω, (4)

where σ > 0 is the penalty parameter. Note that violations of the continuous inequality constraints (1b) are penalized by
the integral term in (4). It can be shown that for each ϵ > 0, if σ is made sufficiently large, then any minimizer of (4) on the
region defined by (1c)–(1e) is feasible for Problem (P). Thus, a solution of Problem (P) can be obtained by minimizing (4) for
appropriate choices of the parameters ϵ and σ .

Although the constraint approximation methods in [9,10] generally perform well, numerical convergence is only
guaranteed when the approximate problems are solved in a global sense. However, in practice, the approximate problems
(and the original problem) are usually non-convex, and thus we can only expect to solve them locally. Unfortunately,
conditions under which a local solution of the approximate problem converges to a local solution of the original problem
are not known.

Motivated by this drawback, Yu et al. in [11,12] recently introduced a new penalty function defined as follows:

F(x, ϵ) ,

f (x), if ϵ = 0, ∆(x, ϵ) = 0,
f (x) + ϵ−α∆(x, ϵ) + σϵβ , if ϵ > 0,
∞, otherwise,

(5)

where

∆(x, ϵ) ,

i∈C


Ωi


max{ϕi(x, ω) − ϵγWi, 0}

2
dω. (6)

Here, ϵ is a new decision variable, σ > 0 is the penalty parameter, and α > 0, β > 2, γ > 0, and Wi ∈ (0, 1), i ∈ C are
fixed constants.

Unlike (4), the penalty function (5) only involves one adjustable parameter (the penalty parameterσ ). Furthermore,when
σ is sufficiently large (and certain technical conditions are satisfied), any local minimizer of (5) can be used to generate a
corresponding local minimizer of Problem (P) (with E = I = ∅). This result is more practical than the convergence results
given in [9,10], which are only applicable when the approximate problems are solved globally.

The penalty function (5) is a clear improvement over (4). However, it still has two disadvantages:

(i) Eqs. (5) and (6) involve |C| + 3 fixed parameters, each of which needs to be selected judiciously.
(ii) Convergence is only guaranteed when there are no standard equality or inequality constraints (i.e. I = E = ∅) and

none of the bound constraints are active at an optimal solution.

The aim of this paper is to address these issues by proving new convergence results under less stringent conditions. In
particular, we will show that the parametersWi in (6) are actually unnecessary, and (5) is still an effective penalty function
whenWi = 0. Accordingly, the number of fixed parameters in the penalty function can be significantly reduced from |C|+3
to just 2. This simplified penalty function is still exact in the sense that the penalty parameter is not required to reach infinity
for the constraints in Problem (P) to be satisfied. Furthermore, the numerical results in Section 5 show that our simplified
penalty function is just as effective as the original one proposed in [11,12].
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