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a b s t r a c t

The concept of statistical convergence was introduced by H. Fast, and studied by various
authors. Recently, by using the idea of statistical convergence, M. Balcerzak, K. Dems and
A. Komisarski introduced a new type of convergence for sequences of functions called eq-
uistatistical convergence. In the present paper we introduce the concepts of αβ-statistical
convergence and αβ-statistical convergence of order γ . We show that αβ-statistical con-
vergence is a non-trivial extension of ordinary and statistical convergences. Moreover we
show that αβ-statistical convergence includes statistical convergence, λ-statistical con-
vergence, and lacunary statistical convergence. We also introduce the concept of αβ-
equistatistical convergence which is a non-trivial extension of equistatistical convergence.
Moreover, we prove that αβ-equistatistical convergence lies between αβ-statistical point-
wise convergence and αβ-statistical uniform convergence. Finally we prove Korovkin
type approximation theorems via αβ-statistical uniform convergence of order γ and αβ-
equistatistical convergence of order γ .

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

LetK be a subset ofN, the set of all natural numbers; then thenatural density of the setK is denoted by δ (K) anddefined as

δ (K) := lim
n→∞

|Kn|

n
where Kn := {k ≤ n : k ∈ K}. The concept of statistical convergence, which is a generalization of ordinary convergence, has
been defined by H. Fast in the following way [1].

A sequence x is said to be statistically convergent to L and denoted by st-limn→∞ xn = L if, for every ε > 0,

lim
n→∞

|{k ∈ [1, n] : |xk − L| ≥ ε}|

n
= 0.

Recall that a lacunary sequence θ = {kn} is an increasing integer sequence such that k0 = 0 and hn = kn − kn−1 → ∞

as n → ∞. A sequence x is said to exhibit lacunary statistical convergence [2] if there exists L such that, for every ε > 0,

lim
n→∞

|{k ∈ (kn−1, kn] : |xk − L| ≥ ε}|

hn
= 0.

On the other hand, let λ = (λn) be a non-decreasing sequence of positive numbers satisfying

λn → ∞ (n → ∞), λ1 = 1, λn+1 ≤ λn + 1;
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then a sequence x is said to be λ-statistically convergent [3] if there exists L such that, for every ε > 0,

lim
n→∞

|{k ∈ [n − λn + 1, n] : |xk − L| ≥ ε}|

λn
= 0.

For any non-negative regular matrix A = (ank), statistical convergence was extended to A-statistical convergence by
Kolk [4]. A sequence x is said to be A-statistically convergent to L, and denoted by stA- limn→∞ xn = L, if, for every ε > 0,

lim
n→∞


k∈K(ε)

ank = 0

where K(ε) := {k : |xk − L| ≥ ε}. Statistical convergence, lacunary statistical convergence and λ-statistical convergence are
well known examples of A-statistical convergence.

Korovkin type approximation theory was initiated by P. P. Korovkin in [5]. Later, equistatistical convergence was
introduced in [6]. Recently, A-statistical convergence and its applications to positive linear operators and Korovkin type
approximation theorems have been studied by different authors (see [7–20]).

The main motivation of the present paper is to introduce αβ-statistical convergence methods, which include not only
some well known regular matrix methods such as statistical convergence, lacunary statistical convergence and λ-statistical
convergence methods but also some non-regular matrix methods. Moreover, we prove Korovkin type approximation
theorems via αβ-statistical uniform convergence of order γ and αβ-equistatistical convergence of order γ . Up to now,
Korovkin type approximation theorems have been considered only for γ = 1. But in this paper we give Korovkin type
approximation theorems for 0 < γ ≤ 1. Therefore all the results obtained here for 0 < γ < 1 are new. On the other hand,
the results obtained here for γ = 1 are non-trivial extensions of some Korovkin type approximation theorems considered
by different authors in the past.

2. αβ-statistical convergence

Now let α(n) and β(n) be two sequences of positive numbers satisfying the following conditions:

P1 : α and β are both non-decreasing,
P2 : β(n) ≥ α(n),
P3 : β(n) − α(n) → ∞ as n → ∞,

and let Λ denote the set of pairs (α, β) satisfying P1, P2 and P3.
For each pair (α, β) ∈ Λ, 0 < γ ≤ 1 and K ⊂ N, we define δα,β(K , γ ) in the following way:

δα,β(K , γ ) = lim
n→∞

K ∩ Pα,β
n


(β(n) − α(n) + 1)γ

(2.1)

where Pα,β
n is the closed interval [α(n), β(n)] and |S| represents the cardinality of S. We can state as a consequence of (2.1)

the following lemma.

Lemma 1. Let K and M be two subsets of N and 0 < γ ≤ δ ≤ 1; then, for all (α, β) ∈ Λ,
(i) δα,β(φ, γ ) = 0,
(ii) δα,β(N, 1) = 1,
(iii) if K is a finite set then δα,β(K , γ ) = 0,
(iv) K ⊂ M ⇒ δα,β(K , γ ) ≤ δα,β(M, γ ),
(v) δα,β(K , δ) ≤ δα,β(K , γ ).

Now, we are ready to give the following generalization of ordinary convergence.

Definition 1. A sequence x is said to be αβ-statistically convergent of order γ to L, and denoted by stγαβ- limn→∞ xn = L, if,
for every ε > 0,

δα,β ({k : |xk − L| ≥ ε} , γ ) = lim
n→∞

k ∈ Pα,β
n : |xk − L| ≥ ε


(β(n) − α(n) + 1)γ

= 0.

For γ = 1, we say that x is αβ-statistically convergent to L and this is denoted by stαβ- limn→∞ xn = L.

Remark 1. It is obvious that if 0 < γ ≤ δ ≤ 1 and

stγαβ- lim
n→∞

xn = L

then

stδαβ- lim
n→∞

xn = L.
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