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a b s t r a c t

The Adomian decomposition is used in order to obtain a family ofmethods to solve systems
of nonlinear equations. The order of convergence of these methods is proved to be p ≥ 2,
under the same conditions as the classical Newton method. Also, numerical examples will
confirm the theoretical results.
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1. Introduction

The main goal of this work is to obtain new iterative formulas in order to solve systems of nonlinear equations. They are
proved to be modifications on the classical Newton method which accelerate the convergence of the iterative process.
In previous works, the authors have obtained variants on the Newton method based on quadrature formulas whose

truncation error was up to O(h5) (see [1,2]). Indeed, a general interpolatory quadrature formula is used in [3] in order to
obtain a family of modified Newton methods with order of convergence up to 2d + 1, when the partial derivatives of each
coordinate function in the solution, from order two until d, are zero. Moreover, in [3], we modify the general method from
[4] getting a collection of multipoint iterative methods obtained from the Newton method by replacing F(x(k)) by a linear
combination of values of F(x) in different points.
Nevertheless, the approach used in this paper to solve a nonlinear system is different: by using Adomian polynomials,

we obtain a family of multipoint iterative formulas, which include the Newton and Traub (see [5]) methods in the simplest
cases.
The decomposition method using Adomian polynomials is used to solve different problems on applied mathematics

in [6]. Indeed, Babolian et al. (see [7]) apply this general method to a concrete nonlinear system. Nevertheless, with a
different system, it is necessary to repeat all the process. In [8], Adomian decomposition method is applied to construct
some numerical algorithms for solving systems of two nonlinear equations.
We deduce in Section 2, by means of Adomian decomposition, a family of iterative formulas that can be applied to solve

any nonlinear system without knowledge about Adomian polynomials. These iterative formulas involve classical methods,
like those of Newton (order p = 2) and Traub (order p = 3), and also new methods whose convergence order is proved to
be higher.
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Now, we remember the most common notions about nonlinear systems and the convergence of an iterative method.
Let us consider the problem of finding a real zero of a function F : D ⊆ Rn −→ Rn, that is, a solution x̄ ∈ D of the

nonlinear system F(x) = 0, of n equations with n variables. This solution can be obtained as a fixed point of some function
G : Rn −→ Rn by means of the fixed point iteration method

x(k+1) = G(x(k)), k = 0, 1, . . . , (1)

where x(0) is the initial estimation. The best known fixed point method is the classical Newton method, given by

x(k+1) = x(k) − JF (x(k))−1F(x(k)), k = 0, 1, . . . , (2)

where JF (x(k)) is the Jacobian matrix of the function F evaluated in the kth iteration x(k).

Definition 1. Let {x(k)}k≥0 be a sequence in Rn convergent to x̄. Then, convergence is called

(a) linear, if there existM , 0 < M < 1, and k0 such that∥∥x(k+1) − x̄∥∥ ≤ M ∥∥x(k) − x̄∥∥ , ∀k ≥ k0. (3)

(b) of order p, p ≥ 2, if there existM ,M > 0, and k0 such that∥∥x(k+1) − x̄∥∥ ≤ M ∥∥x(k) − x̄∥∥p ∀k ≥ k0. (4)

Definition 2 (See [9]). Let x̄ be a zero of the function F and suppose that x(k−1), x(k) and x(k+1) are three consecutive iterations
close to x̄. Then, the computational order of convergence ρ can be approximated using the formula

ρ ≈
ln
(∥∥x(k+1) − x̄∥∥ / ∥∥x(k) − x̄∥∥)

ln
(∥∥x(k) − x̄∥∥ / ∥∥x(k−1) − x̄∥∥) . (5)

In addition, in order to compare different methods, we use the efficiency index, p1/d (see [10]), where p is the order of
convergence and d is the total number of new functional evaluations (per iteration) required by the method.
In Section 3, we study the convergence of the different methods by using the following result.

Theorem 1 (See [5]). Let G(x) be a fixed point function with continuous partial derivatives of order p with respect to all
components of x. The iterative method x(k+1) = G(x(k)) is of order p if

G(x̄) = x̄;
∂kgi(x̄)

∂xj1∂xj2 . . . ∂xjk
= 0, for all 1 ≤ k ≤ p− 1, 1 ≤ i, j1, . . . , jk ≤ n;

∂pgi(x̄)
∂xj1∂xj2 . . . ∂xjp

6= 0, for at least one value of i, j1, . . . , jp

where gi are the component functions of G.

Finally, numerical tests are made in Section 4 comparing the classical and new methods, confirming the theoretical
results.

2. Description of the methods

Let F : D ⊆ Rn −→ Rn, n > 1, be a sufficiently differentiable function whose coordinate functions are fi : Rn −→ R,
i = 1, 2, . . . , n. Let x̄ be a zero of the nonlinear system F(x) = 0 and α ∈ Rn an estimation of x̄. Then, this system is
equivalent to:

F(α)+ JF (α)(x− α)T + K(x) = 0,

where JF (α) is the Jacobian matrix of the function F evaluated in the estimation α and K : Rn −→ Rn verifies:

K(x) = F(x)− F(α)− JF (α)(x− α)T.

Then,

x = α − J−1F (α)F(α)− J
−1
F (α)K(x).

Let us denote the linear component as c ≡ α − J−1F (α)F(α) ∈ Rn, and by P(x) the nonlinear one, P(x) = −J−1F (α)K(x),
P : Rn −→ Rn with coordinate functions Pi : Rn −→ R. So,

x = c + P(x).



Download English Version:

https://daneshyari.com/en/article/4641191

Download Persian Version:

https://daneshyari.com/article/4641191

Daneshyari.com

https://daneshyari.com/en/article/4641191
https://daneshyari.com/article/4641191
https://daneshyari.com

