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a b s t r a c t

This paper addresses blind source separation (BSS) problem when source signals have
the temporal structure with nonlinear autocorrelation. Using the temporal characteristics
of sources, we develop an objective function based on the nonlinear autocorrelation of
sources. Maximizing the objective function, we propose a fixed-point source separation
algorithm. Furthermore, we give some mathematical properties of the algorithm.
Computer simulations for sources with square temporal autocorrelation and the real-world
applications in the analysis of the magnetoencephalographic recordings (MEG) illustrate
the efficiency of the proposed approach. Thus, the presented BSS algorithm, which is based
on the nonlinear measure of temporal autocorrelation, provides a novel statistical property
to perform BSS.

© 2008 Elsevier B.V. All rights reserved.

1. Introduction

Recently, blind source separation (BSS) [6,11], as an increasingly popular data analysis technique, has received wide
attention in various fields such as biomedical signal processing and analysis, speech and image processing, wireless
telecommunication systems, data mining, etc. The main task of BSS is to recover original sources from their mixtures using
some statistical properties of original sources.

The blind source separation problem has been studied by researchers in applied mathematics, neural networks
and statistical signal processing. Several methods for BSS using the statistical properties of original sources have
been proposed, such as non-Gaussianity (or equivalently, independent component analysis, ICA) [1,3,5–8,11–13,24,
34], linear predictability or smoothness [2,6], linear autocorrelation [4,19,31], coding complexity [9,26,27,29], temporal
predictability [23], nonstationarity [10,18,21], sparsity [14,15,25,35], energy predictability [28], nonlinear innovation [30]
and nonnegativity [20,22], etc.

In this paper, we present a way using nonlinear autocorrelation of source signals for BSS. We propose a fixed-point algo-
rithm for BSS based on nonlinear autocorrelation and analyze its stability conditions. We show that the BSS problem can be
solved by maximizing nonlinear temporal autocorrelation of the sources. When sources have square temporal autocorrela-
tion, we demonstrate that the efficient implementation of the method. Also, the proposed algorithm can extract the most in-
teresting and meaningful sources in brain magnetoencephalography (MEG) data analysis. Thus, the presented BSS algorithm,
which is based on the nonlinear measure of temporal autocorrelation, provides a new statistical property to perform BSS.

The structure of the paper is as follows. The objective function based on the nonlinear autocorrelation of the desired
source signals, and a fixed-point algorithm for optimizing the objective function are proposed in Section 2. Furthermore, we
analyze the stability conditions of the fixed-point algorithm in Section 3. In Section 4, experiments on different datasets are
presented. Some conclusions are drawn in Section 5.
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2. Proposed algorithm

2.1. Objective function

We observe sensor signals x(t) = (x1(t), . . . , xn(t))T described in the matrix notation:

x(t) = As(t), (1)

where A is an n× n unknown mixing matrix, s(t) = (s1(t), . . . , sn(t))T is a vector of unknown zero-mean and unit-variance
primary sources.

The basic problem of BSS is then to estimate both the mixing matrix A and the source signals si(t) using only observations
of the mixtures xi(t)(i = 1, . . . , n), i.e., to find an n× n separating matrix W = (w1, . . . ,wN)

T such that the unmixed signals
y(t) = (y1(t), . . . , yN(t))T,

y(t) =Wx(t) (2)

are the estimated source signals. The sources are recovered up to scaling and permutation.
A useful preprocessing strategy in BSS is to first whiten the observed variables [11]. This means that we transform the

observed vector x linearly so that we obtain a new vector x̃ which is white, i.e., its components are uncorrelated and their
variances equal unity. In other words, x is linearly transformed into a vector

x̃(t) = Vx(t) = VAs(t) (3)

whose covariance matrix equals the identity matrix: E{x̃(t)x̃(t)T
} = I, where V is a whitening matrix.

If we want to estimate a desired source signal, for this purpose we design a single processing unit described as

ỹi(t) = wT
i x̃(t), (4)

ỹi(t − τk) = wT
i x̃(t − τk), (5)

where wi = (wi1, . . . ,win)
T is the weight vector which corresponds to the estimate of one row of (VA)−1, and ỹi(t) is the

output signal which corresponds to the estimate of the source signal si(t), and τk is a certain time delay.
We present the following constrained maximization problem based on several time delay nonlinear autocorrelation

function of the desired source:

max
‖wi‖=1

Ψ1(wi) =
M∑

k=1
E{G(ỹi(t))G(ỹi(t − τk))}

=

M∑
k=1

E{G(wT
i x̃(t))G(wT

i x̃(t − τk))}. (6)

G is a differentiable nonlinear function, which measures the nonlinear autocorrelation degree of the desired source. Examples
of choices are G(u) = u2 or G(u) = log cosh(u).

Sometimes, we could use only one time lagged nonlinear autocorrelation to obtain the desired source signal:

max
‖wi‖=1

Ψ2(wi) = E{G(ỹi(t))G(ỹi(t − τk))}

= E{G(wT
i x̃(t))G(wT

i x̃(t − τk))}. (7)

Thus, the constrained maximization problem (7) is a special case of the problem (6) when only one time delay can be used.
In Section 3, we give some theoretical properties about the maximization problems (6) and (7).

2.2. Learning algorithms

Maximizing the objective function in (6), we derive a fixed-point blind source separation (BSS) algorithm. The gradient
of Ψ1(wi) with respect to wi can be obtained as

∂Ψ1(wi)

∂wi
=

M∑
k=1

E{g(ỹi(t))G(ỹi(t − τk))x̃(t)+ G(ỹi(t))g(ỹi(t − τk))x̃(t − τk)}. (8)

The function g is the derivative of G. According to the Kuhn–Tucker conditions [17], we note that at a stable point of the
optimization problem (6), the gradient of Ψ1(wi) at wi must point in the direction of wi, thus we can optimize the objective
function in (6) by a fixed-point algorithm [11]. This means that we have

wi ←

M∑
k=1

E{g(ỹi(t))G(ỹi(t − τk))x̃(t)+ G(ỹi(t))g(ỹi(t − τk))x̃(t − τk)},

wi ← wi/‖wi‖. (9)
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