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a b s t r a c t

For every natural number n ≥ 2 and every finite sequence L of natural numbers, we
consider the set UDn(L) of all uniquely decodable codes over an n-letter alphabet with the
sequence L as the sequence of code word lengths, as well as its subsets PRn(L) and FDn(L)
consisting of, respectively, the prefix codes and the codes with finite delay. We derive the
estimation for the quotient |UDn(L)|/|PRn(L)|, which allows to characterize those sequences
L for which the equality PRn(L) = UDn(L) holds. We also characterize those sequences L for
which the equality FDn(L) = UDn(L) holds.

© 2016 Elsevier B.V. All rights reserved.

1. Preliminaries and the statement of the results

Let X be an alphabet with n := |X | ≥ 2 letters. We refer to a finite sequence

C = (v1, . . . , vm), m ≥ 1

of words over X as a code and to the words vi ∈ X∗ (1 ≤ i ≤ m) as the code words. In particular, our convention differs
a bit from the more usual one, where codes are considered as sets of words rather than sequences of words. The code C
is called uniquely decodable if for all l, l′ ≥ 1 the equality vi1vi2 . . . vil = vj1vj2 . . . vjl′ with 1 ≤ it , jt ′ ≤ m (1 ≤ t ≤ l,
1 ≤ t ′ ≤ l′) implies l = l′ and it = jt for every 1 ≤ t ≤ l. Thus every uniquely decodable code must be an injective sequence
of non-empty words. In the algebraic language, one could say that the code C is uniquely decodable if and only if themonoid
generated by the set {v1, . . . , vm} (with concatenation of words as the monoid operation) is a free monoid of rank m freely
generated by this set, or that this set is anm-element basis for this monoid. If for all 1 ≤ i, j ≤ m the condition: vi is a prefix
(initial segment) of vj implies i = j, then C is called a prefix code.

The prefix codes are the most useful examples of uniquely decodable codes and, in a sense, they are universal for all
uniquely decodable codes. Namely, according to the Kraft–McMillan theorem [5], for every finite sequence L = (a1, . . . , am)
of natural numbers the following three statements are equivalent: (1) there exists a uniquely decodable code C =

(v1, . . . , vm) with the sequence L as the sequence of code word lengths, i.e. |vi| = ai for every 1 ≤ i ≤ m; (2) there exists a
prefix code C ′

= (v′

1, . . . , v
′
m) with the sequence L as the sequence of code word lengths; (3) the inequality

∑m
i=1n

−ai ≤ 1
holds.

Uniquely decodable codes of length m ≤ 2 are exceptional, as every such a code has finite delay [2]. Recall that a code C
has finite delay if there is a number t with the following property: picking up the consecutive letters of an arbitrary word
u ∈ X∗ which can be factorized into the code words, it is enough to pick up at most t first letters of u to be sure which code
word begins u (see also [1]). The smallest number t with this property is called the delay of the code C . If such a number
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does not exist, then we say that the code has infinite delay. Obviously, every prefix code has finite delay (which is not greater
that the maximum length of a code word) and every code with finite delay must be uniquely decodable. It turns out (see
Section 6.1.2 in [4] and Proposition 6.1.9 therein) that a code C = (v1, . . . , vm) has infinite delay if and only if there is an
infinite word u ∈ Xω and two factorizations

u = vi1vi2vi3 . . . ,

u = vj1vj2vj3 . . .

into code words such that vi1 ̸= vj1 . Ifm ≥ 3, then there are uniquely decodable codes of lengthmwhich have infinite delay.

Example 1. The code C = (10, 100, 000) has infinite delay because of the following two factorizations of the infinite word
u = 10∞ into the code words:

10 − 000 − 000 − 000 − · · · ,

100 − 000 − 000 − 000 − · · · .

The code C is also uniquely decodable, as its reverse CR
= (01, 001, 000) is a prefix code (we use the well known fact that a

code is uniquely decodable if and only if its reverse is uniquely decodable).

For every finite sequence L of natural numbers we denote by UDn(L) the set of all uniquely decodable codes over the
alphabet X with the sequence L as the sequence of code word lengths. We also consider the subset PRn(L) ⊆ UDn(L) of all
prefix codes and the subset FDn(L) ⊆ UDn(L) of all codes with finite delay. Thus, we have the inclusions PRn(L) ⊆ FDn(L) ⊆

UDn(L) and the set UDn(L) is non-empty if and only if the set PRn(L) is non-empty. If L is constant, then each code in UDn(L)
is a block code and we obviously have in this case: PRn(L) = UDn(L). As we mentioned above, if the length of L is 1 or 2, then
FDn(L) = UDn(L).

The aim of this work is to characterize those sequences L for which the equality PRn(L) = UDn(L) holds, as well as those
sequences L for which FDn(L) = UDn(L). For the first characterization, we modify the Kraft’s procedure [3] describing the
construction of an arbitrary prefix code C ∈ PRn(L). This allows us to obtain the following estimation for the quotient
|UDn(L)|/|PRn(L)| in the case when L is non-constant.

Theorem 1. Let L be a non-constant sequence such that the set UDn(L) is non-empty. Then we have
|UDn(L)|
|PRn(L)|

≥ 1 +
rarb

|PRn((a, b))|
,

where a and b are arbitrary two different values of L and ra (resp. rb) is the number of those elements in L which are equal to a
(resp. to b).

As a direct consequence of the above inequality, we obtain the following result.

Theorem 2. If the set UDn(L) is non-empty, then the statements are equivalent:

(i) UDn(L) = PRn(L),
(ii) L is constant.

For the second characterization, we involve the Sardinas–Patterson algorithm [6] and obtain the following theorem.

Theorem 3. If the set UDn(L) is non-empty, then the statements are equivalent:

(i) FDn(L) = UDn(L),
(ii) the length of L is not greater than 2 or, after reordering the elements of L, we have L = (a, a, . . . , a, b), where a | b.

2. The Kraft’s procedure for prefix codes

Let L be a finite sequence of natural numbers. We now present the Kraft’s method for the construction of an arbitrary
code C ∈ PRn(L) [3], which can be used in deriving the formula for the number of elements in the set PRn(L).

Let L̃ := {ν1, ν2, . . . , νl} be the set of values of the sequence L ordered from the smallest to the largest, i.e. ν1 < ν2 < · · ·

< νl and let rνi (1 ≤ i ≤ l) be the number of those elements in Lwhich are equal to νi.
To construct an arbitrary code C ∈ PRn(L) we proceed as follows. As the code words of length ν1, we choose arbitrarily

rν1 words among all the words of length ν1. This can be done in
(nν1
rν1

)
ways. Next, we must arrange the chosen words in rν1

available positions of the sequence C , which can be done in rν1 ! ways. For the construction of the code words of length ν2 >
ν1, we can use the remaining nν1 − rν1 available words of length ν1 as possible prefixes; for the final segments, we can take
arbitrary words of length ν2 − ν1. Consequently, the number of ways to construct the code words of length ν2 is equal to(

nν2−ν1 · (nν1 − rν1 )
rν2

)
.

Finally, as before, we arrange the chosen words in the sequence C , which can be done in rν2 ! ways.
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